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CHAPTER ONE: Introduction

 

The immense developments in information and communication technologies (ICTs) have radicalized the ways in
which societies operate in the modern era. There is an increasing societal dependence on ICTs on various levels,
which has transformed the ways in which the individuals and even states interact with each other at the private,
public, national or international level. For example, digital infrastructures: encourage economic development and
transnational research; strengthen military and defense systems; make governments transparent and support an
open society. Today there are over 3.2 billion internet users in the world, accessing over 920 million websites,
sending 210 billion emails daily and conducting 4.2 billion Google searches at any given moment, and these numbers
keep increasing at a rapid pace (internetlivestats.com, 2015). Although, a digital gap persists between the
‘information rich’ and ‘poor’, it remains undeniable that ICTs, especially the internet, have revolutionized commerce,
communication, military action and governance (Knake, 2010; Radu, 2014:5). The modern world is inconceivable
without these technologies and we will continue to become increasingly dependent on these networked information
systems. Overall, it can be said that digital technology and computers have become ubiquitous in all aspects of
human life. 

The aforementioned digital revolution has led to the emergence of cyberspace. Cyberspace can be understood as a
metaphor describing a non-physical terrain created by the international network of computers (Awan and Blakemore,
2012:5). Fundamentally, cyberspace is real, as it is physically constructed through network information technology.
But it is also a social construction shaped by discourses that people and institutions produce, which has its own
systems of social relations formed by the heterogeneous participants and netizens (Barnard-Wills and Ashenden,
2012:111).

Some argue that this cyberspace is redefining our postmodern society on many levels, political, social and economic
and changing the relations between states, people and corporations, due to its liberating yet confining nature (Lessig,
2006). Preston C. Russett takes a negative stance with regards to cyberspace and argues that it creates a space
where it is impossible to not leave behind any trace, hence eliminating any scope for privacy. Additionally, he argues
that “the digital data-filled sludge people smudge across the cyber spheres and upload into the world does not fade
into an abyss but is harvested and hoarded for exploitation” (Russett, 2011:42). For example, corporations profit by
surveying the routine behaviors of people online and continuously coding them to create digital profiles of people.
This is enabled because people are increasingly relying on free softwares such as Google Maps or online banking to
make real life more convenient. Accordingly, the Internet has its disadvantages.

Internet technologies also bring about many unknown and incalculable malicious threats in the form of cyber
terrorism, cyber-attacks, cyber-warfare as is evident from the attacks on Estonia, Georgia and the Stuxnet virus
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which trampled Iran’s nuclear ambitions (Greathouse, 2014:22; Knake, 2010:6). Governments all over the world have
realized the importance of cyberspace for maintaining their security, and a vast discourse is being produced
highlighting the importance of cyber-security and securing cyberspace in light of the dual-nature of cyberspace
(Renard, 2014:7). Especially following the terror attacks of 11th September 2001 (hereon 9/11), there has been a
strong emphasis on not only securing cyberspace but also utilizing cyberspace capabilities to prevent future attacks
(Knake, 2010; Radu, 2014:13). 

The postmodern era, with its technological developments, has brought with it numerous vulnerabilities that must be
tackled immediately. The previous, Cold War era provided a sense of certainty because threats to a state’s security
were mostly in the form of physical, quantifiable and direct military and economic capabilities that could be traced
back to other states (Williams, 2008). In contrast, the cyber-era is being referred to as the ‘age of uncertainty’ in
policy documents, as the new threats being faced by states emanate not just from states, but non-state actors such
as homegrown or foreign terrorists, insurgents or criminals and other unknowable entities (Government of UK,
2010). 

One of the major implications of these threats, especially 9/11 and the subsequent ‘war on terror’ has been the
change of privacy and surveillance-policies in many countries of the West and even the East (Fuchs, Boersma,
Albrechtslund and Sandoval, 2011:10). These changes in policies allow the state governments to intercept, collect,
analyze and store internet and communications data on their own and even foreign citizens through mass
surveillance programs. For instance, the ‘USA PATRIOT ACT’ passed in 2001, widened the scope of data (such as
name, address, identity, services used, duration of calls made, content of emails, bank details) that the US
government can now gain access to via internet service providers. Some have argued that while the digital age has
made surveillance more opaque, the effects are equivalent to that of Jeremy Bentham’s prison model of the all-
seeing, all-disciplining Panopticon (Williams, 2015).

In light of the above developments, the aim of this dissertation is to critically assess the claim that we are now
enclosed in a virtual Panopticon made possible by developments in cyberspace and reliance on the Internet, which is
in turn used by states as a technology to govern the social problem of terrorism, through the precautionary
dispositif of risk. It will be argued that the Internet, by virtue of its architecture functions as a Panopticon which is
wielded by states and their governments through anti-terrorism legislations, as a precautionary technology to control
and govern the risk of terrorism.

Firstly, this dissertation will analyze postmodern security practices by utilizing Ulrich Beck’s framework of ‘world risk
society’ to investigate the changing nature of threats, and will examine the features of new terrorism that transform it
into a risk. Secondly, it will be argued that this risk of terrorism, because of its uncertain, unknowable, and possibly
catastrophic nature brought upon by technological developments, becomes a social problem that must be governed.
Using Michel Foucault’s governmentality thesis, this dissertation will develop the risk of terrorism as a precautionary
dispositif, which transforms terrorism into a problem that can only be controlled by gathering knowledge. Thus,
Governments become obsessed with total information access, which legitimizes extensive surveillance practices as
everyone is a suspect. It will be demonstrated that, in this quest of knowledge and control, the Internet and its wide-
reaching surveillance potential is an important tool for states in the fight against terror. In sum, this dissertation will
analyze how the Internet, functions as a Panopticon which is used by states as a precautionary dispositif to deal with
terrorism. Finally, the societal resistances to this phenomenon and their implications will be examined.

 

CHAPTER TWO: The Risk-Counterterrorism-Surveillance Nexus

 

Security is a concept that has evolved over time. Hence, it remains a contested term not only in academia, but also in
international relations (Diez, Bode and da Costa, 2011:193). Historically, security meant protecting the territorial
integrity and polity of a state from other states, fundamentally through military capabilities. Although security policies
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were closely linked to defense policies, they entailed broader foreign policy aspects such as cooperation through the
UN as an alternate to military means for ensuring the state survival (ibid). 

However, following the terror attacks of 9/11, the definition of security in international relations has changed
dramatically from its original definition. Aradau and van Munster have aptly described that the ‘war on terror’ has now
brought on practices which fall beyond the purview of war, such as “Guantanamo Bay to biometrics and increased
surveillance, or from extraordinary rendition to the categorization of terrorist suspects as enemy combatants,”
(Aradau and Munster, 2007:90). These changes have been brought about by not only a quantitative increase in the
number of perceived threats the state faces, but also the change in their interpreting of danger as ‘risks’ instead of
threats. 

The following section will explain the concept of ‘risk’ in contemporary society, and how ‘terrorism’ as a risk, both in
real space and ‘cyberspace’, comes to define the new security practices of states.

World Risk Society and Obsession with Securing Against Risks

Despite high levels of scholarly contributions to the subject, no perfect definition of ‘risk’ exists. Yee-Kuang Heng
provides a useful description: risk can mean a “descriptive term referring to a potentially dangerous situation; or it
can also be normative, implying the desire for anticipatory avoiding action as part of a proactive risk calculation”
(Heng, 2006:71). The term ‘risk’ as a policy concept can be traced to the end of the Cold War, when major states
and international organizations began to describe their security environment in terms of risk rather than dangers
(Aradau, Lobo-Guerrero and Munster, 2008). 

However, the events of 9/11 brought Ulrich Beck’s ‘world risk society’ thesis into the focus of security studies. Beck
theorized that risks in contemporary society are an issue for security due to their unique temporal and spatial mobility
as globalization makes risks transcend territorial boundaries and difficult to locate in time (Beck and Lash, 1992). Not
only are these risks delimited spatially and temporally, but they are also socially de-bounded, because they affect
everyone no matter their social class. This de-boundedness creates potential for great societal harm and generates
irremediable effects. Moreover, the destructive force of these risks makes it impossible to insure against them.

Beck’s conceptualization of the world risk society argues that the effects of modernization produces a “gulf between
the world of quantifiable risk in which we think and act, and the world of non-quantifiable insecurities that we are
creating” (Beck, 2002:40). Risks in the industrial age in the 20th century were understood as side effects of
industrialization affecting only the individual; they could be calculated, tamed and insured against. But the new risks
that emerge from unprecedented technological and industrial advancements are ultimately unpredictable,
uncontrollable and indescribable risks affecting on a global scale (Aradau and Munster, 2007; Heng, 2006). 

Thus, the world risk society is reflexive in nature, as the risks are consequences of the threatening force of
modernization (Beck and Lash, 1992:21). Unlike the previous dangers which were externally produced insecurity
subjects, risks originate from our own actions (Rasmussen, 2004:393). Beck’s concept of risk, superimposes the
present with the future, because the actions and decisions in the present can lead to potentially dangerous
consequences in the future. The ‘world risk society’ is a future-facing society due to an obsession with speculating
about all possible futures, as opposed to the industrial society where risks could be calculated based on past
experiences (Clapton, 2009).

This language of risk is hard to miss in the security strategies and policies states pursue, especially Western
societies such as the US. There is evidence of this in the successive administrations of Clinton, Bush and Obama
(Clapton, 2011). Similar to Beck, the 2015 US National Security Strategy cites “violent extremism and an evolving
terrorist threat” as a persistent, anxiety and insecurity inducing risk to American and global security, along with the
“escalating challenges to cybersecurity, the accelerating impacts of climate change and the outbreak of infectious
diseases” (The White House, 2015). 

Beck’s world risk society thesis helps explain how terrorism serves as a classic world risk society problem. Terrorist
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networks have an international reach and global presence, as is evident by the various attacks carried out by Al-
Qaeda in places like London, Madrid, New York that span the past two decades (Google, 2015). Moreover,
developments in ICTs and the advent of the internet allow terrorism to permeate and operate through cyberspace.
Terrorist networks use these technologies not only to forward their propaganda, but also plan and execute attacks
which damage both virtual and actual spheres of life (Westby, 2006). The risk of terrorism, is de-bounded temporally
and spatially through technological developments, and the dominant policy narratives of the states like the US (as
seen above) reinforce it as a globally universal threat capable of affecting everyone due to the interconnected nature
of our networked societies (NATO Review, 2015; Mythen and Walklate, 2008). 

Moreover, the same technological advancements that benefit society can provide terrorist groups with numerous
modes of attack such as remotely activated explosives (in the 2004 Madrid attacks, bombs were set off using mobile
phones), or the ability to hack into systems causing failure of critical infrastructure, having catastrophic
consequences (Beck, 2002). The risk of terrorism thus becomes uninsurable through the uncertainty of its nature,
location and the difficulty to perform risk assessments.

Beck’s ‘world risk society’ theory helps us understand the transition into a postmodern, global risk society which is
categorized by temporally, spatially and socially de-bounded risks (Clapton, 2011). But this dissertation takes issue
with his claims that these ‘risks’ are unquantifiable, uninsurable, unknowable and uncontrollable, as they fall short in
explaining the risk management and analysis practices undertaken by states. Furthermore, his conceptualization
does not help us understand whether there are objective, real risks out there (Heng, 2006). 

Some critics of Beck have argued that risks are constructed through the security discourses of dominant institutions,
shaping our understanding and recognition of certain phenomenon as “risks” (O’Malley, 2009). However, it can be
argued that risks are in fact performative; they cannot be isolated as tangible because they produce the effects they
name (Amoore and Goede, 2008). It is beyond the scope of this essay to verify the objectiveness of risks, but
Aradau and van Munster’s ‘precautionary risk’ concept provides a better understanding into the current practices
undertaken by states to govern these security risks, specifically terrorism. This concept helps us understand how the
Internet Panopticon is enabled to take precautions against terrorism. 

Terrorism Risk: A Tale of Precaution

Beck’s core claim is that, decision-makers can no longer guarantee predictability, security and control when faced
with conditions that are indeterminate in the risk society. Thus, the main concern is “how to feign control over the
uncontrollable” (Beck, 2002:41, emphasis added). Control becomes a fantasy, something that one can only pretend
to achieve, but ultimately it remains beyond reach. Similarly, Rasmussen too claims that when faced with a risk such
as terrorism, the notion of complete security is unfeasible and hence the focus is shifted to “managing” these risks in
uncertain conditions (Rasmussen, 2004).

However, the issue with these arguments of ‘risk’ as unknowable and unmeasurable, hence uncontrollable, divert
attention from the fact that the global war on terror displays an ‘insatiable quest for knowledge and control’ which is
observable in the security practices of profiling populations, surveillance, intelligence-gathering, the knowledge about
catastrophe management and the precautionary approach to risk (Aradau and Munster, 2007, p.91). In light of these
developments in security practices post-9/11, it is important to consider a different conceptualization of risk as a
dispositif to govern social problems. Michel Foucault’s ‘governmentality’ approach helps us understand how states
seek to control the future through the discourse and technologies of risk (Mythen and Walklate, 2008).

Governmentality is the combination of ‘governing’ and modes of thought (‘mentality’), entailing the study of
technologies of power and the rationalities that underpin them (Lemke, 2002). Governmentality is, simply, the
“conduct of conducts” (Burchell, Gordon and Miller, 1991:2). The practices of government function by constituting
power relations between the one governing and the ones being governed. Power here functions through subtle
coercion and influencing persons to behave in particularly desired ways (Foucault, 1991). Government, according to
Foucault, “is the right disposition of things, so as to reach a convenient end” (Foucault, 1991:93). The right
disposition of things entails employing tactics instead of laws and sometimes even laws are used as tactics
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(Foucault, 1991:95). 

These tactics can be understood as dispositifs, consisting of heterogeneous devices including “discourses,
institutions, architectural forms, regulatory decisions, laws, administrative measures, scientific statements”, serving
as the rationalities and technologies of government (Aradau and Munster, 2007:97). Here, rationalities are certain
ways of thinking about social problems that allow managing them and technologies are the means to realize these
rationalities (ibid). Thus, Aradau and van Munster argue that it becomes necessary to analyze risk as a governing
principle through which social problems such as terrorism are managed (Aradau and Munster, 2007).

Risk becomes a combination of these rationalities and technologies, comprising of calculations in the present to
gauge future outcomes and employing certain devices in the present to try to control that potential future. This new
dispositif of risk has at its core the principle of precaution, whereby uncertain threats, which cannot be scientifically
calculated or proven and could lead to irreversible or serious damage, need to be prevented. Guldberg argues that
this precautionary principle demands unmanageable risks be dealt with “not on the basis of what we know, but on
the basis of what we do not know” (Guldberg, 2003). Terrorism, fueled by technological innovations in the cyber age,
thus becomes a ‘risk beyond risk’ which Beck aptly describes as being unknowable and unmeasurable. But it is the
precautionary dispositif of risk that aims to make terrorism governable. Take for example, the various criminal
network analysis systems used by the governments of the USA, Germany, India and the UK to prevent terrorism by
collecting and analyzing multimedia data dredged from ICTs. They utilize tools such as Counter-Terror Social
Network Analysis and Intent Recognition (CT-SNAIR) and Terrorist Action Description Language (TADL) in order to
not only detect and track terrorists groups and their intents, but also to simulate and statistically model terrorist
networks and attacks (Weinstein, Campbell, Delaney and O’Leary, 2009; Wyld et al., 2011). This demonstrates that
governments rely on the precautionary principle to govern the risk of terrorism before it even has a potential to
materialize. 

The precautionary dispositif of risk, is central to this dissertation, because it focuses on how to control the disastrous
risk of terrorism by birthing new rationalities of government and utilizing existing technologies in new ways to tame
and manage the future (Amoore and Goede, 2008). Following 9/11, Stewart Baker from the Department of Homeland
Security remarked that 9/11 could have been prevented if better systems had been put in place allowing access to
more data for creating a bigger picture of probabilities by connecting the information gained from multiple sources
(Baker, 2006). This birthed the rationale behind, and political support for, increased knowledge gathering and
analyzing technologies to be used in the management of terrorism. Furthermore, because terrorism is a risk that
stems from lack of knowledge, the technologies utilized to govern terrorism become more extensive, general and
applied to everyone (Aradau and Munster, 2007). This is evident in the shift from targeted profiling and surveillance
as a means of preventing the catastrophe of terrorism, to mass surveillance (Rotenberg, Scott and Horwitz, 2015).
The precautionary dispositif of the terrorist risk enlarges the scope and field of knowledge and intelligence gathering
due to the uncertainty that the suspect could be anyone. This trend of the ‘insatiable quest of knowledge’ in order to
govern the problem of terrorism is visible in legislations, such as the Foreign Intelligence Surveillance (FISA)
Amendments Act (FAA) 2008 of the USA, the Telecommunications Act 1984 of the UK and the Telegraph Act 1885
of India as well as those of countries like France, Germany and Sweden (GPO, 2015; Government of India, 2015,
Telecommunications Act 1984). Some commentators argue that such laws bring forth panoptic forms of surveillance
that target everybody (see Chapter 3). 

The precautionary dispositif of risk of terrorism also highlights the ‘insatiable quest for control’, (Mythen and
Walklate, 2006). The precautionary devices which allow for gathering knowledge and knowing the unknowable also
help mark out the boundaries of risk. With the risk of terrorism, everyone becomes a suspect that must be surveyed,
but this surveillance works by preventing suspects from “acting” by classifying and separating the objects of
surveillance into categories of risk (Mythen and Walklate, 2006; Lyon, 2013). Classification of populations based on
their risk values serves as a deterministic technology of “pre-crime” control (O’Malley, 2009). The precautionary
dispositif also subtly controls society by seeking to normalize and promote certain behaviors amongst populations
(see next section). Furthermore, through an application of knowledge to the unknown and uncertain, there is an
attempt to order or master this uncertainty, especially in the context of terrorism (Doty, 2015:345). Borrowing Ian
Hacking’s famous idea, “taming of chance”, through the governmentality and dispositif of risk, states exhibit a desire
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to control the future (Hacking, 1990). Through the linking together of knowledge, social control and classificatory
techniques to control populations, “risk is operationalized as a mode of regulation, through which populations are
surveyed” and control is obtained (Mythen and Walklate, 2006:385). Surveillance, which is made general and
arbitrary, is used to expand the limits of knowledge and control and allows for governing terrorism through risk and its
precautionary dispositif (Aradau and Munster, 2007:108).

Thus, the Foucauldian governmentality thesis helps us understand how the concept of risk with its multiple and
heterogeneous practices, can be viewed under the purview of a precautionary dispositif and used to govern the
social problem of terrorism. For these purposes, surveillance becomes an important technology to govern the risk of
terrorism, because, the underlying principle of surveillance is that it allows for monitoring people and collecting
information which can then be analyzed. The next section will describe in depth how surveillance is used as a
precautionary technology to govern the risk of terrorism.

Knowledge is Power: Surveillance and Terrorism Control

Surveillance has historically been a feature of human societies (Lyon, 2006). For Realists, surveillance was a means
of intelligence-gathering used by states in order to have an information edge over adversaries in a world where
survival is the prime objective (Jensen, McElreath and Graves, 2013). But as Ayse Ceyhan describes, surveillance
also functions as an apparatus ‘(dispositif) of security’: a form of liberal governmentality used by states or powerful
institutions/organizations to seek maximum efficiency by observing, classifying and sorting individuals in order to
tackle uncertainties (Ceyhan, 2012:38). 

A continuity of such uncertainty management via surveillance, is also visible following 9/11 as monitoring and
identifying technologies have begun playing a central role in the public domain, majorly in the Western societies and
many South-Asian countries due to the risk of transnational terrorism (Lakshman, 2015). Christian Fuchs provides an
apt definition for surveillance in our contemporary society: “the collection of data on individuals or groups that are
used so that control and discipline of behavior can be exercised by the threat of being targeted by violence” (Fuchs,
2011:136). With the rationale of counterterrorism, surveillance technologies are introduced increasingly and
legitimized, while populations are disciplined to willingly accept these systems as the “price for security” (Lyon,
2003:675). This willingness is seen when surveillance technologies such as magnetic chip activated “smart” identity
cards, biometrics, facial-recognition associated CCTV cameras and full-body scanners are unquestioningly accepted
as a means for safety and security (ibid). Frank Furedi has described the furtive obsession with risk and security as
creating a ‘culture of fear’, which is propagated by political discourses and is used to normalize surveillance practices
(Furedi, 2002). It is also argued that this discourse and the surveillance systems help enhance state power (Lyon,
2003). Others have also contended that people are seduced into accepting and participating in their own surveillance
due to the pleasures offered by consuming surveillance-accomplishing technologies such as the Internet and its
enabling devices, rather than being forced into compliance by the threat of an authoritarian Big Brother (Lyon,
1994:75). This can be evidenced, for instance, when people participate in online surveys to win extra rewards in
games like Candy Crush, thus willingly providing personal information to third-parties. Moreover, a unique allegiance
between private corporations who have a vested, commercial interest in surveillance and state bodies wishing to
control the risk of terrorism, is also visible post-9/11; thus redrawing power relations in the state-corporations-
populations nexus (Lyon, 2003). This will be demonstrated in the next section.

Furthermore, the success these surveillance technologies have in stopping terrorism, and their effectiveness in
predicting and preventing crime remains trivial compared to the profits of gaining total information. It is subtly
understood that there are no total solutions to the threats and dangers of terrorism, they can only be managed, but
not completely prevented (van Heuven, Botterman and De Spiegeleire, 2003). Therefore, surveillance systems are
increasingly embedded in the architecture of our daily lives because gathering personal information on people;
identification and data analysis become a core part of managing these unsolvable problems (Lyon and Haggerty,
2012). With the advent of ICTs and Internet enabled technologies, which have become ubiquitous in our daily lives,
surveillance also becomes ubiquitous. 

Internet surveillance is enabled by a multitude of methods for governments to pick and choose from, in order to
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collect such vast quantities of communications. The most commonly used ones include tapping directly into
(submarine) fiber-optic cables used for transmitting international communications, redirecting internet traffic via the
repositories of SIGINT (signals intelligence) agencies as they traverse the country’s systems (especially true in the
case of the US as most of the worldwide communication traverses through there), cooperating with intelligence
agencies in other countries and relying majorly on Internet companies, telecoms and ISPs to gain access to the data
of their customers (Greenwald, 2014, p.101). Thus the Internet becomes an important technology to govern the risk
of terrorism. 

The changing features of surveillance post-9/11, enabled by the Internet can be understood better by analyzing the
“dataveillance” capabilities of the Internet which allow systematic monitoring of people’s actions or communications
(Clarke, 1988, p.500). The architectural and technological nature of the Internet allows for perpetual capture of data
on people, which resembles the Panopticon: a technology for mass surveillance. In order to understand how the
Panopticon functions, this dissertation will now discuss an important conceptual understanding of mass surveillance
provided by Jeremy Bentham and Michel Foucault. 

The Panoptic Schema and Its Preventative Efficacity 

The Panopticon (Greek for ‘all seeing’), an exemplar institutional structure designed by English philosopher Jeremy
Bentham in the late 1700’s, was a circular building with a watchtower in the center. The outer building is divided into
cells each having two windows, a wide window corresponding to the central watchtower, and a small one on the
outer side to illuminate the cells. The watchtower’s windows gaze upon the cells, but the watchtower’s windows have
blinds and the central tower is not illuminated, thus, allowing the guard to remain invisible. The architectural layout
enables a single guard or supervisor in the central tower to see everyone in all the cells (Foucault, 1977, p.200). The
backlighting allows the guard a clear view of the inmates, making them constantly visible and immediately
recognizable, while keeping himself indiscernible. 

For Bentham, the utility of the Panopticon was the economy and efficiency of monitoring everyone, as a single guard
was needed to survey, collect data on the behaviors and activities of all inmates and analyze this information (Elmer,
2012). For Foucault, the disciplining ability was crucial, because the uncertainty and unverifiable nature of the
guard’s gaze, who may or may not even be present in the central tower, regulated the behaviors of the inmates. The
Panopticon, thus, exercised power by inducing in the inmate a state of permanent visibility, because “in the
peripheric ring, one is totally seen, without ever seeing; in the central tower, one sees everything without ever being
seen” which regulated behavior (Foucault, 1977:201–202). This power was derived from an abundance of
information (Tsui, 2003:69). Due to an asymmetry of knowledge in the Panopticon, caused by the doubtfulness of the
gaze, there is a one-way flow of power (Kohl, 2013:187). According to Foucault, knowledge and power presuppose
each other and are codependent, because knowledge without power is meaningless and in order to justify the
exercise of power without resorting to force, knowledge is necessary (Foucault, 1977:27–28). For instance, this
notion of “knowledge is power” was the underlying mentality of the US Information Awareness Office’s total
information awareness program for countering the risk of terrorism (Lyon and Haggerty, 2012).

Thus, it can be inferred that the Panopticon has two important functions for surveillance, 1) it allows the guard to
monitor and collect knowledge constantly and act to mitigate risks; and 2) the permanent visibility of the inmate
instills in him a particular discipline, to regulate his behavior and follow the norms of the prison. Of course, this does
not mean that the inmates always conform to the rules and self-regulate themselves, resistance is also a feature as
the inmates will either feign conformity as opposed to internalizing discipline or find alternative ways to evade the
effects of power (Simon, 2005:8). However, even this resistance is ultimately corrected due to the effects of the
power-knowledge nexus (this is further developed in Chapter 4 with respect to the Internet Panopticon). 

In the past few decades, Foucault’s conceptualization of the Panopticon has been used and abused as a model for
analyzing surveillance in conjunction with the social, political and technological developments in contemporary
society and international relations (Caluya, 2010). This Foucauldian mode of the Panopticon has also been critiqued
by many commentators as having lost its creative potential for making sense of the complexity and totality of
contemporary forms of surveillance (Haggerty, 2006). However, the value of Foucault’s conceptualization of the
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Panopticon lies not in making it into a generalizable model for explaining all forms of surveillance, but rather in
understanding how certain technologies and the rationalities accompanying them, used for generating knowledge
through visibility, resemble the Panopticon – essentially a tool for control and disciplining through knowledge. The
Internet also has great value for surveillance and data-gathering. Therefore, it is important to compare the Internet
and the Panopticon for their similar features and effects.

As the analysis in this chapter has shown, risk becomes a precautionary dispositif in the context of terrorism. This
manifests in states’ security agenda, leading to the legitimization of policies permitting mass surveillance. The
precautionary technologies of surveillance then seek to pre-control risks by gathering knowledge. The Panopticon
serves as an exemplary model for surveillance with its capabilities to constantly monitor, gather knowledge and
internalize particular behaviors. With this in mind, the next section will analyze how the Internet serves as a
Panopticon, which is then wielded by states as a precaution against terrorism.

 

CHAPTER THREE: The Internet Panopticon

 

The Panopticon theory has been applied to various forms of electronic surveillance assemblages, such as CCTV
(Fussey, 2007) and biometric identification (Wilson, 2007), to explain the relevance and irrelevance of panopticism in
contemporary society. The extent to which the Internet and social media networks are panoptic has also been
analyzed. These studies have mainly focused on either the effects of workplace monitoring on employees’
productivity or power relations between manufacturers/retailers with customers by collecting and analyzing data to
discipline their behaviors towards commercial gains (Fuchs et al., 2011). Although an analysis of the Internet
Panopticon similar to the one presented here was conducted by Lokman Tsui in the context of China; the ultimate
dynamics of the Chinese case differ as they are driven by a complex authoritarian polity and carry the rationale of
silencing dissent rather than preempting terrorism (Tsui, 2003). 

In order to analyze the extent to which the Internet is a Panopticon, we ought to first look at some important and often
overlooked aspects of the internet.

The Internet Never Forgets

Every time we use the internet, we constitute data representing some facts about ourselves on the cyberspace
(Lessig, 2006:200). Internet technologies allow for cheap and constant monitoring of activities. These technologies
make behavior more searchable, because online activities always leave records (ibid:203). Contrary to the popular
understanding, attaining even a relative degree of anonymity on the internet is impossible since identifiable details
about users such as Internet Protocol (IP) address and cookies (files containing device information, server name,
user’s preferences) are left behind with every activity. Curiosity is also monitored. For example, Google keeps a
record of every search made, while also linking the IP address that made it to corresponding email accounts (Lessig,
2006:204). Emails get stored on various computers, browsers and servers that transmit them, unless removed either
by humans or the machine itself. Emails can be monitored in real-time and retrospectively in order to know their
content (Fuchs, 2011). Voicemail systems also record and archive messages on central servers of the service-
provider. Voice recognition technology has advanced and this allows for searching through recorded messages for
particular content (Lessig, 2006). Advertisers and marketers mine information that we put online, to paint quite
detailed pictures of our lives, classify us into categories and track our behavioral patterns in order to have a
predictive power (Andrejevic, 2012).

On the Internet, we are perpetually visible, we leave digital footprints which can be tracked and traced; unknown
observers constantly, economically and efficiently monitor us and accumulate information; there is uncertainty as
surveillance is not only automatic, but we don’t know who exactly is observing what aspects of our online activities,
and these observers crave for factual certainty via gathering knowledge (Lyon, 1994). In essence, these main
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architectural features of the internet could be suggestive of its panoptic nature.

Panopticon or Not a Panopticon?

Despite the aforementioned features of the Internet, commentators have criticized the notion that modern
surveillance technology, especially the Internet, is a Panopticon. These claims will be analyzed in the following
sections.

1) Centralization

One of the main arguments for why the Internet does not amount to a Panopticon stems from the fact that, unlike the
Panopticon where there are hierarchical power relations between the guards and the inmates, the Internet is
decentralized (Boyle, 1997; Haggerty, 2006). In fact, the Internet is the antithesis of centralization because no single
entity owns it and no single authority/individual can watch all Internet users (Mehta and Darier, 1998:108). Due to its
decentralized nature, the Internet cannot be effectively regulated as there are several intermediaries, in the form of
internet service providers (ISPs), internet companies and other technology corporations, to allow for total
governmental control. Therefore, it is impossible to regulate information flows on the Internet (ibid). 

However, this claim is unconvincing because, through its architectural structure, the Internet is actually a network of
control. This is especially visible in authoritarian regimes, where public entities run the Internet under strict oversight
conditions (Tsui, 2003). Moreover, even though the internet appears as decentralized, it is fundamentally a network
of multiple centralized networks (Galloway, 2006:31). Governments ‘tame’ the Internet through the intermediaries
that control these networks (Kohl, 2013). For instance, cyber laws are laid down to control various criminal activities,
such as copyright infringements, pornography, cyber-hate through which states subtly but pervasively control the
Internet (Clark, Brenson and Lin, 2014). Furthermore, when faced with security threats such as terrorism,
governments wield stronger legislative apparatuses to make intermediaries comply (this will be explained in the next
sections).

2) Enclosed Space

The original Panopticon allowed for constant observation, monitoring and functioning of power due to its architectural
enclosure. Therefore, critics have argued that the Internet is not a Panopticon as it lacks a physically enclosing space
which can guarantee control (Lippert, 2009; Haggerty and Ericson, 2000). They argue instead that the Internet allows
users to transcend the boundaries of time and space due to the promulgation of a global network. 

However, their argument is unconvincing as cyberspace in itself is enclosing. Cyberspace is built from code, the
software and hardware that constitute the internet (Lessig, 2006). Cyberspace is controlled by this code, and as most
users do not know how to alter this code, they are enclosed in the network. For instance, users cannot move freely
over the internet. Based on where one is located geographically and jurisdictionally, access to certain areas on the
net are restricted by ISPs or the government (Castells, 2001). Furthermore the increasing omnipresence of the
Internet and ICTs can be experienced through the notion of “Internet of Things” whereby all our devices are
integrated into one big network which gathers all the data it can about us to improve our experience (Burrus, 2014).
This integration of devices and functions into everyday life creates a digital enclosure from which there is no place to
hide (Andrejevic, 2007). 

3) Unconcealed Surveillance

In the Panopticon, self-regulation and discipline was an attribute of overt visibility. The inmates were aware of their
visibility, thus altering their behavior. Critics argue that the Internet is not a Panopticon because surveillance is
covert, thus producing no disciplining effects, no “soul-training” (Haggerty, 2006; Foucault, 1977:201).

However, wider disciplining effects do emerge in the context of Internet surveillance even though the Internet was
not designed to be explicitly disciplining with the aim of sheer social control (Lyon, 2003). People might believe they
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are free in cyberspace as monitoring on the Internet is usually unobtrusive. However, critics fail to understand that
most internet social networking platforms are audience based platforms, therefore, participants adhere to norms and
often self-censor themselves (Tsui, 2003; Mehta and Darier, 1998). Likewise, there is always a suspicion that one is
being watched or monitored on the internet as unlike in the real world, communications online always involve
intermediaries or third-parties (in the form of ISPs/search engines/applications) (Peters, 1999; Kohl, 2013). 

Following Edward Snowden’s revelations in 2013, we now have good reason to suspect that our communications are
being monitored. Research undertaken by institutions such as Pew and PEN International, have discovered these
revelations have led to a global disciplining effect in the form of “global chilling” and a “spiral of silence” (Pen
International, 2015; Hampton et al., 2014). Mass surveillance, even when undertaken with a view to mitigate just
terrorism, induces a sense of self-censorship and moderates online behavior. Individuals conform to accepted socio-
political norms, not voice opinions for fear of being misunderstood as dissent and refrain from engaging in behavior
that would place one under the scrutiny of the government. Furthermore, people deliberately refrain from certain
conversation topics or searches which are deemed controversial, such as terrorism for fear of inviting further
surveillance (Pen International, 2015). 

4) Human vs Machine

In the Panopticon, the guard in the central tower plays an important role for conducting surveillance and monitoring
people. In the Internet Panopticon, surveillance is an automated function relying on computer softwares or algorithms
that sift through communications. Hence, critics argue that the Internet is not a Panopticon because of the lack of
human-to-human surveillance (Haggerty, 2006). 

However, this criticism does not take into account the original functions of the Panopticon – to enable a continuous
accumulation of knowledge about the inmates and an automatic functioning of power, regardless of who is in the
watchtower, because they are ultimately invisible (Foucault, 1977). As has been already mentioned and will be more
developed in the next section, governments conduct internet surveillance through more than one means and rely on
private corporations to collect data and monitor people. Although, various automatic data capturing and analyzing
devices are used, removing the need for human observers, ultimately the data is collected and available for
government agents, intelligence agencies or private contractors to analyze and make judgements on. Furthermore,
as stated in the previous section, Snowden’s Revelations have led to a particular disciplining in populations even
though it was revealed that surveillance is conducted by computer driven softwares and algorithms as opposed to
human agents of the government. The effects of the gaze are the same, whether it is human or machine (Peters,
1999). 

5) Docile Bodies 

Critics further argue that the Internet cannot be equated to the Panopticon as the objects of internet surveillance are
not docile but active participants (Haggerty, 2006; Poster, 1990). They claim that the inmates were disciplined and
information gathered because inmates resigned themselves to the effects of permanent visibility in the Panopticon.
There was no place to hide or escape. Contrary to this, Haggerty claims that individuals under internet surveillance
are active as they have more scope for resisting Internet surveillance in their day-to-day routine (Haggerty, 2006:34).
Moreover, he argues that internet users are active participants in their surveillance rather than being imprisoned in
cyberspace (ibid). 

While this dissertation does acknowledge the claim that Internet users actively use and constitute data about
themselves on the cyber-sphere, however, they are not completely free from influence. As Foucault argues,
governmental power works subtly (Foucault, 1991). It can either coerce or influence. The Internet Panopticon works
by seducing users and normalizing them to participate online through the rewards the Internet has to offer, rather
than punishments (Poster, 1990). For instance, users are now made to give up more personal details, such as mobile
phone numbers during the registration process if they want to use Facebook to enjoy social connectivity. 

As the above analysis has demonstrated, the Benthamite and Foucauldian concept of the Panopticon is relevant for
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analyzing Internet surveillance. The Internet is a Panopticon without enclosing walls or central watch towers, where
mostly machines are the guards. This is because the circuits of communication and the databases they create offer
an unlimited surveillance capability (Poster, 1990:93). In this Panopticon, inmates are not completely docile, but
actively participate in their surveillance, as they are normalized into accepting Internet technology and integrating it in
their lives because of its rewards. The uncertainty of being watched, especially following Snowden’s revelations,
induces self-regulating discipline amongst users. The following section will now analyze ‘how’ this virtual Panopticon
is enabled and used by states as a precautionary dispositif against the risk of terrorism.

Wielding the Internet Panopticon against the Risk of Terrorism

The Panopticon works through observation and classification (Lyon, 1998:94). As the above analysis has
demonstrated, the Internet Panopticon offers an automatic form of surveillance and intelligence-gathering in the
present, with access to data of the past to control future behavior (Elmer and Opel, 2006). This section will discuss
the particular tactics of counter-terrorism used by governments to utilize Internet Panopticon, permitting constant
monitoring and classifying populations into risk categories on the basis of their behavior. Although the Internet
Panopticon is applicable to other countries, this paper will only analyze this in the US, the UK and Indian contexts,
because they have faced major terrorist attacks, in the form of the 9/11 attack in New York, the London underground
attacks in 2005 and the Mumbai terror attacks of 2006 and 2008; which have led to significant changes in their
security policies (King’s College London, 2015). These policies, which are discussed below, have enabled the
governments to conduct mass surveillance programs, utilizing the Internet Panopticon to observe online behavior and
classify populations into various categories allowing further control over their actions. 

1) The US Panopticon

The Internet Panopticon in the US is enabled by two main legislations – the Uniting and Supporting America by
Providing Appropriate Tools Required to Intercept and Obstruct Terrorism (USA PATRIOT) Act of 2001 and the
Foreign Intelligence Surveillance Act Amendments of 2008 (Kerr, 2002; GPO, 2015). These acts bestow vast
powers on the US intelligence agencies, particularly the National Security Agency (NSA) to conduct internet and
electronic surveillance as a measure to “sweep” terrorism (Greenwald, 2014). The measures undertaken by the NSA
under this act include front-door access program PRISM, which collects communications content and metadata
(data about data) about users directly from the servers of the world’s largest Internet companies and UPSTREAM
which conducts surveillance on real-time communications (Van Hoboken and Rubinstein, 2013). The US has a major
advantage in exploiting the Internet Panopticon as most of the major Internet companies are operated under its
jurisdiction, and 80% of the world’s communications traffic has to traverse through the US (Lyon and Haggerty,
2012). PRISM allows the NSA to remotely and directly access communications from the networks of 9 global
companies: Google, Microsoft, Facebook, Yahoo, Skype, Apple, Paltalk, YouTube and AOL (Bigo, Boulet, Bowden
and Carrera, 2013; Greenwald, 2014:110). The program, then searches through large volumes of data looking for
particular keywords and identifying patterns of correlation and connectivity, to separate them into different categories
of risk (Inkster, 2013). 

2) The UK Panopticon

In the UK, the Government Communications Headquarters (GCHQ) undertakes counterterrorism mass surveillance
in conjunction with counter-terrorism bodies of the various government departments such as MI6. The main
legislations enabling the Internet Panopticon, are the Data Retention and Investigatory Powers Act (DRIPA) 2014,
the Regulation of Investigation and Powers Act (RIPA) 2000 and the Telecommunications Act 1984 (Home Office,
2014, Telecommunications Act 1984; Government of UK, 2015). Clause 94 of Telecommunications Act in particular
lends the UK Secretary of State very broad authorities in national security or foreign relations interests, to compel the
telecoms companies to undertake measures, such as installing interception devices (Telecommunications Act 1984,
chap.VII; Greenwald, 2014). The biggest internet surveillance program under these laws is TEMPORA. It works by
directly intercepting and extracting communications data from undersea fiber-optic cables, the backbone of the
internet. It is reported that to accomplish this, the UK government has placed interceptors on around 200 cables
around the British Isles, Europe and even the US (Bauman et al., 2014). 
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Furthermore, BULLRUN is a joint project between the NSA and GCHQ which intercepts data by defeating the
encryption used online to safeguard details about transactions (Greenwald, 2014:94). It accomplishes this by relying
on a range of stealthy methods such as supercomputers to break codes, pressuring software and internet companies
to hand over their master encryption keys or build backdoors; and covertly introducing technical weaknesses into
commercial encryption standards (Van Hoboken and Rubinstein, 2013:506). 

3) Indian Panopticon

India started wielding the Internet Panoptic as a technology of taking precautions against the risk of terrorism
following 2008. The Central Monitoring System (CMS) is a newly developed program, in line with the NSA and
GCHQ, which commenced in 2013 (Xynou, 2015). CMS gets its authority from clause 41.10 of the Unified Access
Services (UAS) License Agreement amendments of 2013, which allows it to place Interception Store and Forward
(ISFs) systems on the networks of telecom providers to allow CMS direct and unrestricted access to communications
(Department of Telecommunications and Ministry of Communications and IT, 2013). Prior to CMS, licensing
agreements between the government and telecoms already required to have Lawful Interception Systems placed on
the telecoms’ servers (Singh, 2013). This does away with requiring warrants to access communication information
from telecoms, as the CMS integrates, automates and centralizes the internet and other electronic surveillance
activities of the Indian government (Xynou, 2014). The only oversight in place is the Indian Telegraph Act of 1885
which limits internet surveillance and data interception in the interests of public emergency/safety or for security
reasons (Government of India, 2015, sec.5(2)). However, considering the risk of terrorism is defined broadly in the
late-modern era and that everyone is a potential suspect, the oversights do not seem to hold up as it is difficult to
distinguish between what is safety and what is not. 

The analysis in this chapter has highlighted how the Internet is a virtual Panopticon due to its surveillance capabilities
and the above section has highlighted the legislative tactics that allow governments to use this Panopticon against
the risk of terrorism. There are significant implications of these above legislative policies and programs for counter-
terrorism, as they enable governments to counter the difficulties associated with tracking and tracing terrorist
networks, as they become increasingly diffused globally (Westby, 2006). The Internet Panopticon allows
governments and intelligence agencies to monitor and analyze large sets of international communications and
discern suspicious behavior patterns. They can, thus, pre-empt threats that may originate anywhere in the world and
would be unknowable without this technology (Inkster, 2015). For instance, in 2010 GCHQ was able to identify an
airline worker with links to Al-Qaeda and apprehended him before he could follow through on his plot (Inkster, 2015).
Thus the Internet Panopticon, through its surveillance capabilities and the counter-terrorism legislation, is an
important technology to the risk of terrorism because it functions as a precautionary dispositif to govern terrorism by
gathering vast quantities of knowledge. However, recently, governments are facing increased scrutiny on the
legitimacy of using this Internet Panopticon. The next chapter sheds a light on this. 

 

CHAPTER FOUR: Confronting the Panopticon

 

Knowledge is power and the Internet Panopticon creates diffused power relationships between those who have
access to its complex technological watch-tower and those utilizing internet enabled devices. However, as Foucault
argues, “where there is power, there is resistance” (Foucault, 1978:195). With regards to Internet surveillance too,
there are everyday forms of resistances such as simply not giving up information or providing false information, using
proxy servers or privacy enhancing tools (PETs) to remain hidden or simply limiting ones presence in cyberspace to
escape the gaze of the observers (Gilliom and Monahan, 2013:405). This resistance is usually diffused and
distributed in an irregular fashion; quite similar to the network of relations through which power is exercised (ibid). 

When these diffused points of resistance are strategically codified, there are counter-conducts. These counter-
conducts can be seen as political struggles that aim to challenge the effects of state power. In the case of the Internet
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Panopticon, the technological architecture, the legislative assemblages and the justifying rationalities provided by the
risk of terrorism are challenged in real and cyber space. Although the broader objectives behind this resistance
cannot be fully explored here, it should be noted that they are rather political, creating a tacit challenge and
introducing symbolic friction to existing systems of control (Gilliom and Monahan, 2013:405).

In June 2013, Edward Snowden, a data analyst hired by the NSA, revealed the extent of the mass surveillance
practices of the US and its western allies (Greenwald, 2014). Subsequently the past few years revealed similar mass
surveillance programs in other countries, such as India and Pakistan (Singh, 2013; Lakshman, 2015). Surveillance
has now become a civil problem in not just western democracies. Moreover, the revelations exposed that mass
surveillance was conducted for mining personal information of large populations to analyze political opinions,
industrial espionage and spying on politicians superimposed against the wider rhetoric of a shared struggle against
the risk of terrorism (Bauman et al., 2014:127). This has led to a resistance movement opposing the whole discourse
of security and surveillance which enables the Internet Panopticon as a precautionary dispositif of the risk of
terrorism.

The prime resistance to this Panopticon has emerged from the Brazilian and German governments. Following
Snowden’s Revelations, Brazilian President Rousseff raised and pursued the issues of gross human rights violation
and disrespect to national sovereignty in the United Nations General Assembly (UNGA), condemning NSA and
GCHQ (Bauman et al., 2014:128). This resulted in a noticeable push for including privacy rights on the UN Human
Rights Committee’s agenda and led to the adoption of the UNGA Resolution for Privacy Rights in a Digital Age
(Grigsby, 2014).

Moreover, NGOs such as Privacy International and Amnesty have begun staunchly advocating against unlawful
mass surveillance and pushing for discontinuing bulk-data collection by citing a violation of the rights to privacy and
freedom of speech and expression (Fulton, 2015). Success stories of these advocacy movements can be seen in the
number of cases brought against governments in international courts, demanding reform of the legislation authorizing
Internet surveillance (Amnesty International, 2015a). For instance, the USA FREEDOM Act of May 2015 is a new
legislation putting drastic limits to the bulk collection capabilities of the US government (Amnesty International,
2015b:4).

There is a strong push worldwide, from privacy activists, concerned citizens and also national-governments, to curb
the overreaching activities of intelligence agencies such as the NSA and GCHQ. There are discussions about
localization of the internet, wherein ISPs and Internet companies would be required to locate their operations inside
the country where the services are offered, making citizens data locally-stored, and restricting unlawful data
interception by the major foreign intelligence agencies (Llanso, 2014; Van Hoboken and Rubinstein, 2013). In
particular, Brazil and EU countries are discussing massive infrastructural changes to keep traffic local and isolate
their systems from falling prey to foreign surveillance. Brazil is planning to expand its international Internet
connectivity by constructing its own undersea and overland fiber-optic cables, and integrating South American and
BRICS countries in its own network to counter the US influence in cyberspace (Bauman et al., 2014). However,
resisting the huge Internet Panopticon created by superpowers like the US and its allies, will not lead to an isolated,
localized Internet free from panoptic surveillance. Localization would simply provide national governments with total
access to Internet communications based on national laws, control over the fiber-optic infrastructure and regardless,
the authority to insist on easy access to servers under the rubric of security interests (Llanso, 2014).

Furthermore, ISPs, telecoms, tech companies like Google, Apple, Yahoo and various other Internet platforms are
also resisting state power due to the public scrutiny they faced on grounds of cooperating and providing intelligence
agencies easier access to data (Levy, 2014). Internet companies require the trust and willingness of their customers
to use their technology and provide information. However, this trust was undermined by the revelations of mass
surveillance. These companies have now been caught up in the web of strengthening encryption to make their
systems more secure and being compelled to provide information. Companies like Facebook, Apple and Google now
provide default end-to-end encryption on their services, where only endpoint computers can decrypt the message
ensuring the companies themselves are not privy to these communications (Miller, 2014; Greenberg, 2014). This
allows companies to restrict direct access to government agencies as they themselves do not have access to the
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exact communication information. Moreover, many tech companies are also strengthening their regular encryption
systems (such as Secure Socket Layer, the most commonly used encryption) and not building any “back-doors” to
restrict access to governments agencies and treating them are “third-party agents” (Van Hoboken and Rubinstein,
2013).

However, this resistance in the form of encryption, both on the side of the companies and the rapidly increasing trend
of internet users themselves encrypting their messages using softwares such as PGP (Pretty Good Privacy), is
viewed as a risk to national security (Lewis, 2014). In the late modern-era, faced with numerous uncertainties and
unknown risks, governments need to know everything, in order to take precautions. However, encrypting
communications in a way that restricts government access turns encryption into a risk, an obstacle that must be
destroyed. This is highlighted by the statements of top government officials, such as Prime Minister David Cameron
who exclaimed that he was not going to allows a means of communication which was impossible to read (Cameron
Quoted in Zittrain, 2015). A wider rhetoric of encrypted messaging and online services as enabling “dark spaces” for
terrorists to recruit, radicalize, plot and plan is being circulated as a political rationale, calling for legal remedies to
allow access to encrypted communications (Price, 2015b). This might also lead to countries like the UK and USA
following the example of Russia, China and other rigid polities to put total ban or increased restrictions on the use of
encryption (see also David Cameron’s quest for banning encryption in the UK in Price, 2015a). 

Furthermore, internet users using encryption, PETs or simply because of searching for such tools are automatically
targeted for tracking and monitoring (Zetter, 2014). Softwares like XKeyscore, used by the NSA, allow identifying and
tagging online activity, in order to sort data on the basis of users’ online activities (ibid). This allows the NSA to track
particular IP addresses who visit websites of privacy enhancing browsers including Tor, FreeProxies.org and
FreeNet. 

Resistance to power is inevitable, but, the Internet Panopticon and the overarching specter of risks make it unlikely
for this resistance to be effective. This is due to the main difference of resources and skills – between the powerful
states like the US who access the Internet Panopticon and other smaller countries like Brazil and also between states
and civil society actors. Compared to other adversaries, intelligence and defense agencies have unfettered access to
finance, world-class technology and expertise (Van Hoboken and Rubinstein, 2013:493). Furthermore, intelligence is
usually gathered by cooperating with allied agencies with similar or better capabilities. This acts like a force multiplier
as is evident in the case of the “Five Eyes” partners – the US, the UK, Australia, Canada and New Zealand (ibid).
This is similar to Foucault’s description of the nature of resistance and its relation to power, “where there is power,
there is resistance”, but ultimately, “this resistance is never in a position of exteriority in relation to power” (Foucault,
1978, p.95). Thus, resistance to the Internet Panopticon will not oppose its power, but co-produces it, while making
visible its controlling nature (Gilliom and Monahan, 2013).

 

CHAPTER FIVE: Conclusion

 

Technological developments are a double-edged sword, they bring with them countless benefits like effortless
communication and convenience, but they also produce malicious and unknown risks which can cause irremediable
damages. As this paper has attempted to demonstrate, to govern the risk of terrorism, governments embark on an
insatiable quest for knowledge. With the advent of the Internet and cyberspace, the risk of terrorism is augmented,
because cyberspace provides terrorism not only with a new medium to spread its global network, but also with the
possibility to use the cyberspace as a weapon of mass disruption. However, this cyberspace, which has a potential
for generating knowledge, in turn is used by governments to control and take precautions against the risk of
terrorism.

With over 3 billion users (and the numbers are constantly on the rise), the Internet has vast potential for surveillance
activities because it has become so ubiquitous and integrated with our lives. As this paper has shown, the Internet is
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a Panopticon because our activities are monitored, recorded and tracked; we do not know if or when we are under
surveillance or even who is conducting it. Moreover, the Internet Panopticon normalizes and disciplines our behavior,
making us participate in our own surveillance. Following Snowden’s revelations, the Internet Panopticon has
exhibited its potential to further discipline our behavior, to silence dissent and turn us into docile bodies subordinated
to the government’s power. 

As demonstrated in Chapter 3, the cases of the online mass surveillance legislations and apparatuses in the US, the
UK and India constitute practical evidence of the usefulness of the Panopticon as a useful metaphor for analyzing
Internet Surveillance in an age of terror.
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