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The spread of disinformation campaigns challenges the integrity of public discourse, democratic processes, and
social harmony. These campaigns, designed to mislead, manipulate, and sow discord, are increasingly using
artificial intelligence (Al) to enhance their effectiveness and reach.l"! The involvement of Al in disinformation
campaigns marks a significant evolution from traditional disinformation campaigns, offering new levels of scalability,
customization, and sophistication with lower barriers to entry. Amid the increasing proliferation of Al in asymmetric
warfare, election interference, character assassinations, and more, understanding the role of Al in disinformation
campaigns is a serious matter of national security.”? By reviewing the technical underpinnings of Al-driven
disinformation campaigns, we can begin to understand the mechanics of these campaigns, recognize their signs,
and develop strategies to counteract their influence. This exploration is crucial for developing defenses against the
manipulation of the information environment and safeguarding the foundational principles of an open society.

This paper will provide a basic examination of Al usage in disinformation campaigns, with an emphasis on the
mechanisms that facilitate the generation and dissemination of misleading content. These mechanisms include
technologies such as natural language processing, deepfakes, and algorithmic content targeting. Following the
technical overview, this paper will present a series of plausible and real-world case studies to illustrate the practical
application of Al in spreading disinformation across various platforms and contexts. The paper will conclude with
policy challenges and opportunities to combat Al-enabled disinformation campaigns.

Understanding Al Enablement in Disinformation Campaigns
The Basics of Al in Disinformation Campaigns

Disinformation campaigns have played a role in conflict, propaganda, and popular culture for centuries.®! The
meteoric adoption of social media and democratization of the Internet for billions has allowed information - true or
false - to be delivered to much of the world’s population more easily than ever before.! The digitization of our social
networks and communication channels has led to a rise in disinformation, especially as barriers to entry (technical
know-how, cost, time) are lowered.® However, recent advancements in Al technology are almost certainly going to
contribute to an exponential growth in disinformation across all platforms. When combined with traditional
disinformation outlets and methodologies, Al-enabled campaigns have the potential to be much more effective. Large
language models, image and video generation, advanced audience targeting, and more provide the means for
nefarious actors to increase and improve their disinformation activities many times over.

Technical Mechanisms Behind Al-driven Disinformation
Understanding the technical mechanisms that enable Al-driven disinformation campaigns is key to conceptualizing
the anatomy of such campaigns. Below we will cover just a few of the technical mechanisms available to

disinformation practitioners.

Large Language Models (LLM) are sophisticated algorithms trained on large quantities of text data. These tools are
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adept at understanding and generating text that closely mirrors human communication. Disinformation practitioners
can exploit LLMs to generate false information quickly, thereby amplifying their capacity to disseminate false
information. Research shows that, when equipped with sufficient computational power and well-crafted prompts,
LLMs can create high-quality fake news. The ability to create believable fake news quickly is revolutionary for
disinformation practitioners. The ease-of-use and ubiquity of LLMs lower the barrier to entry for bad actors with
limited resources or technical skills to create and spread disinformation.

Deepfakes use sophisticated deep learning techniques to create or manipulate audio and video content with a high
degree of realism. This technology has the ability to make it appear as if an individual is saying or doing things that
they never actually said or did. While the creation of realistic deepfakes is more financially, computationally, and
temporally intensive, it is a tool that is available to almost anyone with a decent computer, a bit of money, and time.”?
This relative accessibility make deepfakes another powerful tool for disinformation practitioners.

Image generation using advanced Al techniques pose a similar threat as deepfakes. Like deepfakes, disinformation
practitioners can leverage Al-enabled tools to create images of fabricated scenarios, people, events, etc. that are
difficult to distinguish from reality.[al Image generators are increasingly common, with companies like Microsoft,
Adobe, Canva, and many more releasing their own tools. In recent months, images created with generative Al have
become nearly indistinguishable from photographs, so much so that Al-generated images can be used to train other
Al tools.®! This step towards hyperrealism allows disinformation practitioners with limited resources to generate
images that augment text-based disinformation. Research has shown that visual disinformation is processed
differently than text-based disinformation and may be more effective than text-based disinformation alone.!'% ['']

Audience analysis provides information to improve content targeting for a range of applications from benign
marketing to nefarious disinformation campaigns. Al-assisted audience analysis allows disinformation practitioners to
exploit vast amounts of readily available data to identify specific demographics, preferences, and even
susceptibilities among different audience segments. Disinformation practitioners can also use existing marketing
models to perform faster and more accurate analysis to determine the most effective audience segments to target.m]

Sentiment analysis uses natural language processing techniques and social sciences to determine the sentiment of
text. For example, a sentiment analysis tool can estimate whether a collection of social media posts from the target
audience about the target topic is positive, neutral, or negative. Given a large enough audience and access to data,
disinformation practitioners can use these tools to understand the impact and efficacy of their campaigns.!"® Using
these insights, disinformation practitioners may be able to adjust their campaigns to invoke the desired sentiment.

Disinformation practitioners can combine several of these Al tools and techniques to improve the efficacy of their
campaigns.l' We will explore this topic in greater detail in chapters below.

The Anatomy of Al-driven Disinformation Campaigns — A Hypothetical

Effective disinformation campaigns have a few fundamental components: a targeted audience, a “voice” or “face” of
the campaign to lend credibility, strategically crafted content, methods for distribution, measures of effectiveness,
and strategies for improving impact. Research into effective influence operations frameworks supports these six
fundamental components (Table 1). Al can augment each of these components. This chapter will present a
hypothetical scenario to highlight how a moderately capable disinformation practitioner could exploit Al-enabled tools
for their campaign. We will analyze real-world case studies in chapter three.

Let’s set the stage for this hypothetical: disinformation practitioners from the fictional country of Adversaria do not
agree with the political situation in the fictional, English-speaking country of Friendville. Adversaria has decided to
sow discord within Friendville amid a tumultuous election by waging a disinformation campaign to
discredit Friendville’s ruling party’s policies and governance. Adversaria is a mid-sized, non-English-speaking
country with moderate technical and financial resources. Adversarian disinformation practitioners have decided to
use Al to enhance and accelerate their campaign.
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Target Identification and Audience Analysis

With the growing amount of data available about groups and individuals on social media, advertising data
exchanges, and other areas, even a well-trained practitioner may miss something amongst the volume of information.
According to the US Army’s Mad Scientist Laboratory, “[Influence operators] must adapt their processes to include
the use of AlI/ML platforms to augment human instinct and intuition as practitioners conduct target audience analysis
to develop effective influence and persuasion products and actions”."™™ It is, therefore, acceptable to
assume Adversarian disinformation practitioners would do the same.

In our hypothetical, Adversaian practitioners have developed advanced AlI/ML models capable of scraping and
screening hundreds of thousands of Friendville social media user profiles. Adversarian practitioners were able to
build a clustering module using unsupervised learning techniques to put users into groups based on similar
characteristics.'® After narrowing down the potential target groups to just a few, Adversarian practitioners used
open-source, Al-enabled sentiment analysis tools on recent user posts to determine which groups expressed slightly
positive or neutral opinions about Friendville’s ruling party. Since these groups did not have strong opinions for or
against Frienaville’s ruling party, Adversarian practitioners determlned they were the most important and likely
easiest to sway through a comprehensive disinformation campaign. (17,

Crafting a Credible Face of the Campaign

Since Adversaria is at odds with Friendville, it is reasonable to assume they cannot co-opt an individual deemed
trustworthy in Friendville to be the face of the disinformation campaign. As a result, Adversarian disinformation
practitioners decide to take advantage of open-source deepfake technology and generative Al to create numerous
fabricated images and videos of a popular Friendville celebrity. 20l ' This fabricated media shows the celebrity
doing or saying things that disparage the current government of Friendville. Although the fabricated media is not
perfect, Adversarian practitioners know that the target audience will have a hard time identifying the deepfake as
fabricated. ®? Now Adversaria has a seemingly credible conduit through which they can distribute and amplify their
disinformation.

Content Creation and Distribution

Next, Adversarian disinformation practitioners need to create content with compelling message
characteristics.®® The content needs to resonate with the target audience and appear to be coming from a legitimate
source. There are cultural, linguistic, and other nuances that, as a non-English-speaking country, Adversaria may not
understand about the English-speaking targets of Friendville. Research suggests that Al chatbots may be able to
help improve English as a foreign language skills; however, some Al chatbots lack the strong cultural, humor, or
empathy functions. [24), Nevertheless lacking any linguists on their team, Adversarian disinformation practitioners
use Al-enabled tools like Google Translate and ChatGPT (an LLM) to craft content for their disinformation
campaign.

After a week of using ChatGPT and Google Translate to craft politically-focused, disinformation campaign
messages, Adversarian practitioners are banned from ChatGPT.”® As a result, Adversarian practitioners decide to
use “unrestricted” LLM chatbots like WormGPT, which, among other things, allows users to automate the creation of
phishing emails and other harmful content.””! Using this tool, Adversarian practitioners create a steady flow of false
and misleading text-based content which they augment with their deepfakes and fabricated images. Now they are
ready to distribute their content.

Adversarian disinformation practitioners decide to build a seemingly real news site that will automatically upload
fabricated content, including the deepfakes and LLM-generated content.”®! Then Adversarian practitioners create a
number of social media bots to automatically amplify disinformation content. % 30] Through a mix of traditional
marketing and inorganic engagement, certain target populations begin organically interacting with the false content.
Research is varied but suggests that a users personallty may have an impact on their likelihood to organically
interact with disinformation on social media. | However, now that the content has begun to spread through
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organic conduits, it will continue to spread through their sub-networks.*®!

Feedback Loops and Campaign Optimization

As the disinformation spreads, it is important for Adversarian disinformation practitioners to evaluate its effectiveness
and optimize their campaign. Similar to the process for identifying  Friendville target
audiences, Adversarian practitioners scrape and analyze users’ social media posts using sentiment analysis models
to determine if sentiment amongst the target population is shifting. B4 *

Using the analysis, Adversarian practitioners can adjust the campaign to improve the spread, believability, and
efficacy of the disinformation. Based on similar tools for digital marketers, there is a potential that Adversarian
practitioners can use Al to analyze features of past campaigns and offer suggestions to improve new campaigns.
These Al-enabled marketing tools have shown to improve engagement metrics compared to campaigns that did not
use Al-enabled tools.*”!

The Potential Impact of this Campaign

Exploring the political and social impact of this hypothetical campaign is out of the scope of this paper. However,
numerous studies have shown that disinformation is an effective tool at swaying individuals’ and population’s
perceptions.® “ Al-enabled disinformation campaigns almost certainly have the chance to be just as or more
effective than traditional disinformation campaigns.

Had Adversaria not used Al throughout its campaign against Friendville, it is likely that the financial and temporal
cost of the campaign would be much greater. Adversaria would have had to hire more linguists and content writers,
hire advanced video and audio editors or take time to co-opt a credible Friendvillian, hire individuals to manually
interact with content, hire data scientists and digital markets to analyze the efficacy of the campaign, and much more.
With Al-enabled tools, small, agile teams can lead disinformation campaigns with limited resources, thereby lowering
the barrier to entry for would-be disinformation practitioners.

Case Studies: Al in Action

There are real-world instances of actors using Al-enabled technologies to spread disinformation. Not all of these
examples are explicitly nefarious, but each demonstrates the capability and scalability of modern Al-enabled tools to
spread information.

Voter Suppression Robocalls — January 2024

In January 2024, New Hampshire residents received a call ostensibly from the treasurer of a local political committee
supporting the Democratic party. When residents answered the call, President Joe Biden’s voice told residents, “your
vote makes a difference in November, not this Tuesday.” However, according to the New Hampshire Department of
Justice, this was a spoofed, artificially generated call.% Disinformation practitioners likely designed the campaign to
reduce primary participation for the Democratic party amongst targeted individuals.

Artificially generated audio is created using a variety of highly-complex machine learning techniques and can very
often be difficult to catch.*"! In this case, the deception was identified relatively quickly and its perpetrators caught up
with it.*%

Fabricated Video of President Zelensky Surrendering — March 2022
Early during the 2022 Russian invasion of Ukraine, a deepfake video emerged of Ukrainian President Voldymyr
Zalenskyy asking his supporters to lay down arms and surrender.®! While it is not clear who released the original

video, Ukrainian defense officials released a warning the same month about Russian-led disinformation campaigns
using deepfakes to sow discord.[*4
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Since this video was released in 2022, deepfake technology has improved and can produce significantly more
realistic fabrications. This technology has also been made available to anyone with an Internet connection.
L|pSyntheS|s is one such company that allows users to craft “flawless deepfake lip-syncing videos” with realistic
results.“ ' Sometimes these deepfakes are used for benign purposes, such as recreating actors’ likeness in
movies, but experts say that identifying deepfakes are becoming more pervasive and are beginning to threaten
elections and, in the case of Ukraine, impact wars 47"

Al-generated Fake News — November 2023

Shortly after the start of the ongoing Israeli-Gaza conflict, a sensational story about Israeli Prime Minister
Netanyahu’s psychiatrist went viral. Although the article is now labeled “satire”, it was shared widely across media
platforms, including on Iranian TV.**! NewsGuard, an American-operated counter-misinformation company, reported
that the source of the article was an Al-generated website. This is an example of a website determined by
NewsGuard to be among many Unreliable Al-Generated News Sites (UAINS), which are sites that predominantly
publish news generated by Al, with minimal human editorial oversight and without transparently disclosing this
practice to their readers.”®™ These websites are not one-offs, either. According to NewsGuard, there were 125
websites that published only or mostly Al-generated content as of May 2023.5" These websites are often money-
making ventures, using sensational articles to drive engagement and ad revenue. However, disinformation
practitioners can develop these websites for a number of purposes, including influence operations.

Artificially-generated Images Spreading on Social Media — March 2024

Disinformation practitioners can use artificially generated images to augment their campaign. These images have a
habit of going viral on social media. Researchers from Stanford University identified several dozen social media
pages posting almost exclusively Al-generated content and images, sometimes using deceptive practices to hide the
source of the content or inorganically grow their follower count.®? The same research found that some pages “used
clickbait tactics and attempted to direct users to off-platform content farms”. These accounts are incredibly effective,
too. One post the researchers analyzed was among the top-20 most popular posts on Facebook in Q3 2023,
reaching over 40 million users.

The simplicity of creating Al-generated images provides disinformation practitioners an easy “win” that they can use
to augment text-based campaigns. The campaign’s content will sway the target, but the images will bring them to it.

Countering Al-driven Disinformation: Challenges and Strategies

Detecting Al-generated disinformation is core to companies’ and policy makers’ ability to combat its spread. Lucky,
the same Al-enabled technologies that can enhance disinformation campaigns can also be used to identify
misinformation. Once disinformation can be identified, counter-disinformation practitioners can develop strategies
(political, legal, technical, or otherwise) to deter campaigns. In this chapter we will briefly review the technical
mechanisms used to identify disinformation, discuss the legal and political opportunities to deter misinformation, and
summarize ways the everyday social media user can detect and deter disinformation.

Detecting Al-generated Disinformation with Al

There is an ongoing arm race between disinformation creators and detectors. However, many Al tools used to create
fabricated content leave small breadcrumbs that help investigators find and combat their spread. Below is a short
summation of potential Al-enabled technical methods to detect and/or counter disinformation:

Multimodal Fake News Analysis Based on Image-Text Similarity '®: Using natural language processing,
researchers discovered that there is a higher degree of similarity between an article’s text and its accompanying
images in false articles compared to credible articles. This data can be used by others to improve existing
disinformation detection models.
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Categorization of Accounts Using Unsupervised Machine Learning®®": Researchers used machine learning to
categorize types of social media bots. According to the research, “having the ability to differentiate between types of
bots automatically will allow social media experts to analyze bot activity, from a new perspective, on a more granular
level. This way, researchers can identify patterns related to a given bot type’s behaviors over time and determine if
certain detection methods are more viable for that type.” This builds the foundation upon which detection methods
can be built, and once detected, these bots can be banned or their origins traced.

Towards Effective and Robust Detection of Al-Synthesized Fake Voices®: Using deep neural networks,
researchers developed a novel approach to identifying Al-generated fake voices. The approach is also adept at
identifying fake voices even when deception techniques, like voice conversion or additive real-world noises, are
present. In situations where high-compute costs are appropriate to identify deepfakes, this tool offers an important
chance for counter-disinformation practitioners to detect high-visibility or high-impact deepfakes. Due to the compute
cost, it is not likely to be appropriate for ubiquitous use across social media, for example.

Sentiment Analysis for Fake News Detection®: Researchers studied the impact of sentiment analysis on
disinformation detection and found that there are several different automatic and semi-automatic analysis tools, some
of which were enabled by Al. However, the research also identified several challenges with using sentiment analysis
to detect disinformation, including addressing biases, managing multilingualism, and explainability of the results.

The battle for superiority between creators and detectors is actively evolving. The initiatives above, and the many
dozens more out there, embody the multifaceted approach necessary to combat disinformation effectively. Continued
innovation will be necessary for counter-disinformation practitioners to keep pace with those creating and spreading
disinformation.

Mitigating Disinformation Through Policy, Education, and Public Awareness

Although technical solutions are important to detecting disinformation, policy, education, and awareness are very
likely to be the greatest tools against the widespread adoption and efficacy of disinformation. The meteoric speed at
which practitioners have improved disinformation campaigns with Al-enabled tools has not been matched by the
speed at which policy is being implemented to address the challenge. However, national-level policies addressing Al
ethics and disinformation across the world are beginning to emerge. For example, the US Federal Communications
Commission recently banned Al-generated robo calls. This ban “expands the legal avenues through which state law
enforcement agencies can hold these perpetrators accountable under the law.”"! India also created a helpline to
help WhatsApp users fact-check information, an effort to curb disinformation on India’s most popular messaging
platform.®® Impactfully, US President Joe Biden signed the Al Accountability Act of 2023 which requires companies
to assess the impacts of their Al systems, improves transparency about when and how Al systems are used, and
empowers consumers to make informed choices with how they interact with Al systems.’® The EU has also
implemented similar policies, including the EU Artificial Intelligence Act. Policymakers in the US and EU designed
both of these major policies to complement or replace self-regulation.’®® Overall, policy is slowly catching up to the
technical realities; however, no policy can account for all eventualities - this is where education and public
awareness play a major role in combating the spread of Al-enabled disinformation.

Education and public awareness go hand in hand and must be considered in parallel. There are a number of
educational solutions that have been or are in the process of being implemented. One of which is a focus on ethical
system design for current and would-be developers of Al systems. Harvard University, among others, offers an
ethical intelligence systems design course for undergraduates.®" There are also numerous free and low-cost options
available to anyone online. For the general public, fake news and disinformation detection courses and tools are
being rolled out across social media platforms. For example, Facebook and X (formerly Twitter) each have resources
for users to learn about fake news (Facebook’s Help Center and X’s Community Notes). Major social media
companies are also announcing new policies and features to warn users about Al-generated content.®? More
broadly, frameworks like the EU’s ABCDE framework help policy makers and individuals assess potential instances
of disinformation with greater understanding of the operative factors.'®®
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Conclusion

It is clear that we are at a critical point in addressing the dual-edged sword Al represents in the digital age. This
paper has taken a look at the mechanisms behind Al-enabled disinformation campaigns, showcased through both
hypothetical and real-world case studies, highlighting the sophisticated nature of these operations and their potential
to disrupt public discourse, democratic processes, and social harmony. The role of Al in creating and spreading
disinformation is a growing concern that demands a multifaceted response. The key to combating Al-enabled
disinformation lies in a combination of advanced detection mechanisms, informed policies, and increased public
awareness and education.

As technology develops and as the world becomes even more interconnected, the challenge of balancing the
benefits and risks of Al will grow. Adapting to this challenge requires ongoing collaboration between developers,
policymakers, educators, private industry, and the public to ensure Al systems enhance our digital world, not
undermine it. The battle against Al-enabled disinformation is complex and evolving, but not insurmountable. With
concerted effort and a proactive approach across all fronts, we can stay ahead of nefarious actors.

Proposed ComponentsRAND FrameworkTargeted AudienceDirected toward key target audiences; mindful of
audience characteristics, including preexisting beliefs and attitudes. Credible SourceMake use of compelling source
characteristics whose credibility, trustworthiness, or confidence make them effective spokespersons. Effective
ContentRely upon messages with compelling message characteristics (i.e., those whose content, format, appeal, etc.
will most resonate with the audience). Distribution MethodsMake use of the most effective combination of information
channels. Measures of Effectiveness & Improving ImpactFacilitate adaptation by providing timely feedback so that
components can be modified to increase their persuasiveness. Table 1. Proposed fundamental components of
disinformation campaigns mapped to the RAND-developed framework for effective influence operations.®*
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