The 4th Industrial Revolution is witnessing the emergence of new digital computing technologies able to collect and analyze immense quantities of information – called “big data” – and translate this into something economically, socially, and politically valuable. Data-driven algorithms, like the one behind targeted ads, become more powerful and efficient the more private information they acquire. But the risks connected to the misuse of data have reignited the public interest in privacy and its protection. This is what Colin J. Bennett calls the “second wave of global privacy protection” (Swire, 2013: 848).

By the year 2020, 147 data protection laws have been enacted, 66 in the sole decade 2010-2020, marking an increase of 50% (Figure 1). The EU General Data Protection Regulation (GDPR) is one of these. It was published in 2016 and enacted two years later. Since then, it has turned out to be the most influential attempt to regulate data protection. As a matter of fact, the Regulation is widely considered a blueprint for data privacy, often referred to as the “gold standard” for international data usage (Buttarelli, 2016). The vast majority of these 66 laws mentioned have in some way mimicked the principles and structure of the GDPR, in a way that has interested many social scientists. This phenomenon in which national regulations become increasingly aligned with prevailing international standards is known as “regulatory convergence” (Kerr, 1983, p. 3). Academic analysis of regulatory convergence focuses on the conditions that enable the global spread of regulatory norms in general and, on the role of the EU in this matter in particular (Bradford, 2015; Young, 2015; Ng, 2019; Moravcsik, 2017).

Recently, legal convergence has been extensively used in reference to the phenomenon of global diffusion of the EU standards for data protection. In particular, both the mainstream media and the academia have referred to it as to the “Brussels Effect,” borrowing the expression from a famous work by Anu Bradford (2012) addressing this phenomenon (Bennett, 2018; Greenleaf, 2018; European Commission, 2019; The Economist, 2021).

The existing literature agrees on the impact that the EU is having in shaping the global norms for data protection and supports the idea of a Brussels Effect. However, it fails to discuss the substance of it. This happens either because the studies predate the GDPR, or because subsequent studies still base their conclusions on that same primary literature. Paul M. Schwartz (2016), for instance, pointed out the lack of a coherent set of data protection norms to export, and thus the complete absence of the conditions for a de jure diffusion. Daniel W. Drezner (2007), on the other hand, maintains that state regulations could possibly do nothing against the misuse of personal data by internet sites operating offshore. Both, though, wrote before the GDPR was a thing, or before the State of California could enforce its GDPR-like data protection law (the CCPA), proving the authors to be wrong. For this reason, further research on the current mechanisms behind the spread of the EU standards for data protection is desirable.

This research, therefore, assesses the relevance and explanatory power of Anu Bradford’s Brussels Effect with respect to the regulation of digital privacy by the EU and its diffusion globally. It concludes that the theory is a valuable analytical approach for understanding the mechanisms of externalization of the EU data protection norms. In particular, drawing upon new empirical data this research bolsters the argument that the regulatory instrument deployed by the EU – the GDPR – does influence the behaviors of foreign companies and governments as well, through their dependence on access to the European Single Market. Ignoring the digital privacy of the European
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citizens, in fact, would pose huge risks to the non-EU actors that regularly work with big data (virtually all organizations, commercial or not), jeopardizing their profits and threatening to exclude them from the biggest consumer market in the world. This market power eventually results in a regulatory convergence towards the European privacy standards, which takes place both in the forms of formal enactments of privacy laws by national jurisdictions and informal application of EU-inspired corporate codes of conduct.

Chapter One: Research Design and Methodology

This research is built upon the evidence of a convergence of the global standards for data protection toward the GDPR model established by the EU. The main question that it attempts to answer is does the Brussels Effect convincingly explain the reasons why the EU data protection regulation is being adopted as a global standard and thereby evidence of global regulatory convergence?

The methodology adopted to answer this question is that of Process-Tracing (PT). This methodology investigates the causes that led to a specific outcome (Beach, 2016). It is often adopted in social science to test existing theories based on causal mechanisms like many regulatory convergence theories normally do (Beach, 2016, pp. 463-464). It goes without saying that the main hypothesis is that regulatory convergence of data protection norms is caused by the “Brussels Effect”. As argued by Beach (Beach, 2016, p. 464), for this methodology to be effective, the researcher first needs to “[unpack] causal processes linking X and Y”. In practice, this means dissecting the mechanisms of convergence found by Bradford (the conditions) to make them easily assessable from an analytical and empirical perspective. The method, therefore, is applied by analyzing the conditions of de jure and de facto convergence, and then identifying empirical observables that can prove the hypothesis correct or wrong.

The Brussels Effect claims that the EU can induce convergence mostly through market mechanisms – in a process that she refers to as “unilateral regulatory globalization” (Bradford, 2015). The peculiarity of this type of convergence lies in the fact that the EU laws are remarkably very strict and onerous, making their replication elsewhere daunting. Nonetheless, the evidence shows a process of Europeanization of international and foreign domestic law. The push towards convergence is induced through the Single Market, access to which, being economically profitable for many, is worth foreign companies complying with its rules (Bradford, 2015, p. 159). But what makes compliance and trading up truly possible is the combination of the EU’s regulatory clout and of unavoidable technical and economic constraints. Basically, strictness and iron fist in the enactment and enforcement of the law, and impossibility for companies to water down or circumvent the law in any way (Greenleaf, 2012). These factors eventually result in a) the de facto Effect, in which multinational companies abide by the EU law to maintain their access to the Single Market; and b) the de jure Effect, in which the same multinational companies lobby against their domestic governments to level the playing field (Bradford, 2015, p. 159). In other terms, non-EU jurisdictions would feel forced to formally establish rules that echo the European ones to satisfy the growing demand for equal competition and conditions.

How can these causal links be translated into empirical data? The logic of the laws of non-contradiction assists with this. This inquiry was structured as a series of counterfactual conditionals that challenge the basic axioms of the Brussels Effect. For the postulate “convergence = Brussels Effect” to be likely, one should adduce some evidence that the convergence is actually taking place due to market mechanisms. If this is not true, or there is not enough evidence for this to be plausible, then, advancing such a hypothesis would be impossible to begin with. At the same time, though, even in the case of formal evidence of market incentives behind convergence, I examine the possibility that other major conditions could be present to trigger the occurrence of the Brussels Effect.

This inquiry test the very basic assumption that a regulatory convergence towards the EU standards for data protection is actually occurring. The test is modeled upon a previous study by Graham Greenleaf (2012). In his study, he first identified a series of 10 data privacy principles stemming from the EU law, which he named “European elements” (Greenleaf, 2012). Then he embarked on an a-historical analysis of 33 non-EU data protection laws drafted or enacted since the enforcement of the Directive 95 to assess whether these embodied at least some of these principles established by the EU. The results offered evidence of the influence exerted by Directive onto the other national laws since its enforcement and, most importantly, allowed the author to express in numbers such a
This study applies the same method on a sample of 58 non-EU national privacy acts published and enforced between 2016 (the year the GDPR was published) and 2020. The timeframe appears drastically shorter than the one opted by Greenleaf. This however is counterbalanced by the higher concentration of legislations issued in this shorter period. The parameters for comparison were increased to 11 to include the appointment of a Data Protection Officer (DPO), which is arguably another key element that distinguished the GDPR from the previously existing frameworks. The remaining 10 are consistent with the Greenleaf (2012) study. These are: 1) appointment of an independent Data Protection Authority (DPA); 2) possibility to appeal to a court to enforce one’s privacy rights; 3) sufficient measures of data protection for cross-border data transfer; 4) principles of purpose limitation and data minimization; 5) a general definition of what does it mean to collect and process data fairly and lawfully; 6) requirement to notify the Data Subject and/or the Authority about the processing of data; 7) principles of data retention; 8) additional measures for sensitive information and children’s data; 9) limits on automated decision making; 10) right to “opt-out” of collection and processing for purposes of direct marketing (Greenleaf, 2012).

The analysis uses official texts of the acts available from different sources, namely UNCTAD, DLA Piper, and WorldLII (UNCTAD, n.d.; WorldLII, 2022; DLA Piper, 2022). The results made it possible to quantify the degree of convergence towards the GDPR, from the lowest score, 0 elements in common, to the highest, 11. From a broader perspective, it was also possible to evaluate the trend of convergence occurring since the previous study, expressing the results of both in terms of standard deviation from the current European law examined. The scores of the single jurisdictions were also cross-checked with further statistics on the trade in online data and services between the EU and the different nations. As well as with data on the political environment in one specific country. That way it was possible to add a second layer of comprehension to the mere numeric data, and perhaps interpret the main reasons behind one specific score. The comparison is displayed in Table 1 in the Appendix.

The second aspect of the methodology addresses one by one the conditions (or prerequisites) Bradford (2015) argues are associated with regulatory convergence. The object is to deduce correlations between the occurrence of these conditions and the diffusion of the EU data privacy norms. According to the Brussels Effect, the worldwide spread of strict European standards is the result of 1) the economic significance of the Single Market such that it is commercially disadvantageous not to conduct business in this market; 2) high regulatory capacity and internal incentives for the enactment of stricter norms; and 3) the impossibility for companies to either circumvent the law or pursue double standards (for reasons of non-divisibility or because relocating under different jurisdictions would not change the situation anyway) (Bradford, 2015, pp. 158-161). This series of analyses were more qualitative, mostly based on the consultation of secondary and primary sources including scholarly and newspaper articles, government publications, interviews, and public statements.

Chapter Two: De Jure Convergence: What the Figures Tell about Convergence

The initial comparison of the 58 data privacy acts (49 laws and 9 bills) ultimately led to the following conclusion. The number of new privacy laws has almost doubled during the last decade, such that European laws no longer represent the majority. Remarkably, since 2016 the scale of regulatory initiatives for privacy has been unprecedented as shown in Figure 2. This suggests that the GDPR may have played an active role in prompting a global race to data protection.

More significantly, the 58 acts published during this timeframe show a high degree of correspondence with the GDPR. Comparing this result with the study by Greenleaf, it is also possible to conclude that this convergence has increased over time. For clarity, the degree of convergence was expressed in terms of average incidence rate and standard deviation as well. The first statistic tells how frequently a specific element in the given sample is; the second one reflects variability in the distribution of the European elements (the average distance of other laws from the European “standard”). The average incidence is 84%, higher than the 70% incidence in Greenleaf (Greenleaf, 2012, pp. 75-77). The standard deviation is $\sigma = 1.74$, showing lower variability from the standard than in Greenleaf’s 2012 study ($\sigma = 2.75$).
The results were further complemented with data from Eurostat (Chowdhry & Moes, 2018). Once merged, these ultimately seem to suggest that the highest levels of convergence with the GDPR are amongst those countries with proportionally deeper economic and diplomatic relations with the EU; or by those that at least share similar social and political principles. On the contrary, scarce digitalization, low share of trade in goods and services with the EU, and low democratic performance are all indexes of lower convergence.

These combined findings are consistent with the assumption of a regulatory convergence and associated correlation between this and economic incentives. This, ultimately, suggests that the EU market plays a significant role in this convergence and what Bradford calls a de jure Brussels Effect. At the same time, though, these findings provide little insight into the actual mechanisms that produce this convergence, inviting deeper research into the forces that turn the EU market into an unavoidable instrument of privacy standards exportation. This is the rationale for analyzing the conditions for convergence, from which it is possible to understand and draw conclusions about the relative significance of different casual mechanisms.

Chapter Three: An Evaluation of the Conditions for Convergence

The empirical findings backed the hypothesis that the de jure Effect can effectively be the manifestation of the Brussels Effect. This part, instead, evaluates the conditions identified by Bradford that can translate economic interdependence into a de facto Effect.

3.1. Market size:

This first analysis focuses on the assumption that the Single Market could trigger the diffusion of data protection norms. The reason why market size (the cause) and convergence (the effect) would be related had been addressed long before by a rich scholarship. Market Power theories, for instance, are mostly built on this assumption (Damro, 2012; Drezner, 2005). Chad Damro states that the normative power of the EU and its ability to externalize its standards would, in practice, root in its Single Market (Damro, 2012, p. 7). The process of convergence, in this case, occurs unintentionally with the main incentive being the market size (Damro, 2012, pp. 5-7).

Bradford, though, correctly notes that the sole consumer-base of the Single Market falls short of fully capturing the alluring effect that this market has on foreign companies (Bradford, 2012, p. 160). In fact, both China and the US appear to be stronger on paper. The two of them account respectively for 1.4 billion and 325 million citizens, all potential customers. In practice, though, China’s average GDP per capita PPP in 2019 was estimated to be around $16,000 (less than half of that of the EU in the same year), and its wealth remains skewed towards the Eastern part of the country (Trading Economics, 2021a). On the other hand, the US is the world-first economy, with a GDP per capita PPP of $62,630 in 2019 (Trading Economics, 2021b). But this appears again to be unevenly distributed across the country, whereas its consumer market reveals a number of troubles for companies that must deal with a patchwork of different economic and privacy standards, minimum wages, and a plethora of local taxes.

The EU Single Market is right in the middle. 450 million people contribute to a vibrant, diversified market, and a profitable aggregator of supply and demand, all in a context of more even regulation and higher predictability for all the competitors. The EU is the world’s first good and service trader, the biggest source of exports for 80 countries in the world and, remarkably, the first trader in services for the US, while the first in terms of manufactured goods for China (Damen, 2021; European Commission, n.d.b). Put in another perspective, in 2019 the EU alone accounted for more than 20% of the quarterly revenue of Facebook (Facebook, 2019). In the same year, the EU accounted for almost 20% of the US total exports in services and goods, equal to $467.6 billion (2.2% of the total US GDP in 2019) (World Bank, n.d.).

Faced with these figures, it is imperative to take into consideration the role the European market has for both governments and companies. The acknowledgment of this role is the key to understanding the Single Market strategy and the persuasive power that it has in diffusing European rules outside its legal borders.

3.2. Regulatory Capacity and preference for stricter regulations:
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Bradford argues that market size alone is necessary but not sufficient for regulatory convergence to occur. The enforcement of strict data protection regulations represents a challenge for both the authorities and the society as a whole. Lack of regulatory expertise and agency, or insufficient stimuli for pursuing higher standards may result in the trading down of the norms. At the same time, those subjected to the law, and even more those who are not, shall feel incentivized to abide by it, in seek of advantages and fair competition, or in fear of punishments. A large but chaotic market remains unpalatable, haunted by free-riders able to avoid the scrutiny of the competent authorities. In absence of international standards, the voices from the EU may remain mostly unheard (Bradford, 2015).

The focus on regulatory capacity and propensity for stricter regulations remains meaningful in this context even though Bradford mentions them. As also highlighted by other theories (Normative Power and Regulatory Competition theories in the first place), the perception of authority and the raising of the regulatory strictness are agreed-upon causes of regulatory convergence (Gerrits, 2009). As an example, one report issued by BRICS countries in 2019 brings up the lawsuits launched by the European Commission against Amazon and Google defining these as interesting legal precedents to study (CADE, 2019). These countries also recognize the challenges posed to smaller markets by global tech giants, and claim to be genuinely interested in learning “how the larger, more established jurisdictions […], view the competition and regulatory challenge” (CADE, 2019, p. 148). China represents another meaningful example of this correlation. The 2018 Specification is an example of legal transplantation aimed at compensating for drafters’ inexperience in matters of data protection (Zhao, 2018). Quoting, the guidelines “show strong signs of convergence with the EU standards” (Pernot-Leplay, 2020, pp. 77-78).

The assessment of the EU regulatory clout is assessed here by the means of official publications of EU bodies, further complemented through academic inquiries on the EU regulatory structure. The sources shed light on a well-oiled and highly efficient bureaucratic system made at its core of over 32,000 people (European Union Employment Advisor, 2020). Almost 70% of these completed a post-graduate course, is polyglot, and more than half studied in at least one different nation (Kassim et al., 2013, pp. 39-40). 80% of the officials identify themselves as “supranationalists” and declared to have joined the EU for contributing to the cause of the European integration – which is surprising considering that the EU exists as a conglomerate of sovereign states with procedural autonomy (Hooghe, 2011, p. 101).

The number of officials employed at the EU is relatively scant, even if compared to the numbers of smaller Member States. However, the single states are not necessarily in direct competition with the EU but rather represent a further source of strength in the process of capability-building of the European regulatory power. The sources of personnel upon which the EU institutions draw are states with very high standards in terms of quality of education, with an efficiency of the public administration around the highest in the world. In practice, the regulatory capacity of the EC can be conceived as the sum of the capacities of all the single states put together. Article 296(1) TFEU, in effect, states that “Member States shall adopt all measures of national law necessary to implement legally binding Union acts,” in practice delegating the burden of enforcing laws to the national authorities (Bux, 2021, p. 5).

As for the regulation of privacy and data protection, the EU has the world-largest numbers, staff-wise. It has 3535 people employed at the Data Protection Authorities (DPAs) offices in 2019 (sorted by common personnel and tech specialists) (Statista, 2020). DPAs of the European countries are also those who receive the highest budget in the world, excluding North American authorities (Fazlioglu, 2018, pp. 5,7-9). Those of staff and budgets are two key factors that have been correlated with authorities’ propensity for legal actions against misuse of data (Massé. 2020, pp. 9-12). France alone, in 2017, fined Facebook €150,000 for having tracked users’ data for targeted advertising (Gibbs, 2017). Google itself has a long list of fines signed France due to insufficient legal basis for processing. The lawsuits cost them over €200 million between 2019 and 2021 and, remarkably, targeted both Google LLC and Google Ireland Limited thanks to the GDPR “one stop mechanism” that extend the jurisdictional scope of states’ authorities in case the violation is committed from another Member State (CNIL, 2022; Enforcement Tracker, n.d.).

What makes the enforcement of the law truly effective is the branching system of independent authorities deployed throughout the territories of the Member States. These, in turn, can exert control over data-driven companies thanks to a mandatory figure known as Data Protection Officers (DPOs). These experts, introduced with the GDPR, work in the companies in complete independence from the directors, advising on matters of data protection and referring to
At a legislative level, the quality of the procedures is sought by dividing the Commission into departments with sectorial competence, known as Directorates-General (DG), similar to national ministries. The DG Connect, responsible for the Digital Agenda does not formulate policies related to data privacy by itself. Instead, throughout the entire process, it is supported by a series of independent – also economically – and highly specialized bodies. The first is the European Data Protection Board (EDPB), formed by representatives of the national DPAs plus the European Data Protection Supervisor (EDPS). Its role is to promote harmonization and consistency in the application of the GDPR throughout the EU on the means of guidelines and best practices. It also issues opinions addressed to the EC when technical advice is needed, or a new issue related to data protection emerges. Other relevant institutions are the Secretariat, a unit made of experts in law, communication, and IT, and the European Union Agency for Cybersecurity (ENISA). Their primary role is promoting efficiency and filling potential gaps with their expertise. But Agencies like the ENISA also actively contribute to the capacity building of the EU regulatory power in other ways – like sharing their knowledge with the Commission and offering a platform for discussion between Member States and various interest groups (like the Annual Privacy Forum) which is crucial for a correct “impact assessment” analysis right before any process of policymaking (Gornitzka & Sverdrup, 2010, pp. 62-65; Eumonitor, n.d.).

However, technical competence and sufficient resources are not enough to determine the enactment of strict rules and their spread throughout the world. Vogel (1995) imagines the process of policymaking as an equilibrium between diverging forces: those who prefer lenient rules and those who want to push the bar a bit higher. Governments often have to properly weigh them before ruling over one issue that can arguably be unpopular with many. The controversy mostly derives from the economic impacts that stricter regulations alone may impose on the market (Guausch & Hahn, 1999). This is all the more true for data protection. The average costs of GDPR compliance for firms are higher than $1 million in the US (PwC, 2017). These costs must be combined with those of maintenance as well. Even in wealthier countries, this means increasing the prices of online services to cover the costs of compliance – which can represent a blow to the competitiveness of many businesses. SMEs may simply see their access to the digital market completely negated due to a lack of liquidity or expertise. For others still, having to divert their profits almost entirely towards the costs of compliance and maintenance represents an impediment to innovation (McQuinn & Castro, 2019).

And yet, the GDPR is a thing, and its diffusion is happening. Such propensity finds its explanation in different reasons. The first one is internal. Several Member States have shown a propensity for regulating specific policy areas of their interest, developing in the meanwhile reputation and experience in the field. These can gain leverage through their competence in the form of external assistance and are directly interested in advising bodies like the EC to see their own laws and practices extended to the whole Union in a process of harmonization (Gornitzka & Sverdrup, 2010). In this regard, Tobias Arnoldussen theorizes that certain critical events may induce states to uphold a cause, legislate by their own first, and then try to involve other nations by appealing to the European institutions to force a regulation that comes from above (Arnoldussen, 2019). The aforementioned Agencies, in fact, may function as important channels for Member States to instruct the European legislators and directly influence the drafting of a policy. Germany is an example of this. It holds the record of the world’s first data protection law, enforced in 1970, and is also mentioned for its 1983 Population Census Decision which resulted in the Right of Informational Self-Determinism – deemed to be the progenitor of the GDPR’s “right to be forgotten” (Kodde, 2016, pp. 1-2). French, too, had its first laws passed in 1978. The legacy of these two legislators is still visible today in the GDPR, and in its precursor, the Directive 95. The concepts of human dignity embodied in the German law, and that of personal integrity present in the French one, after all, hint at the role that these two countries had in the drafting of the Community law. The same pro-fundamental right twist took place mostly under the directorship of these two Member States and was further facilitated under the post-Lisbon Treaty regime (Molnár-Gábor, 2018).

The Commission, on its side, can “profit from the experience obtained by Member States” to legislate more consciously and ultimately level the playing field “via Community legislation” (Rüdiger, 2006, p. 77). The incentives to raise the European laws at the levels of the most zealous regulators can be attributed to one objective necessity and to a plausible guesswork. First, the EU needs to stay faithful to the principles of the Single European Act and not
undermine the free flow of goods, services, and data throughout the Single Market. Secondly, the fame itself of being a “normative power” may impose a strong pressure on the EU, forcing it to act coherently, especially if it comes to privacy, that is a human right as according to articles 7 and 8 of the EU Charter of Fundamental Rights (Charter of Fundamental Rights of the European Union, 2000, p. 10). As a matter of fact, only Austria rejected the text of the GDPR at a certain point of its drafting but, surprisingly, because not strict enough for their standards (General Secretariat, 2016). A thing that, eventually, was taken into consideration in the final version of the Regulation, that now contains opening clauses allowing the single Member States to introduce additional provisions to enhance the scope of the law, as long as they do not undermine the free flow of data within the Single Market (European Union, 2016). Members in a condition of minor strength and wealth did not oppose the GDPR, confident that they could even benefit from it. And, in fact, they can easily tap into extra funds and know-how to compensate for the implementation costs and lack of expertise. Between 2017 and May 2020, for instance, the EU, by the means of the national DPAs, organized and funded 19 projects aimed at easing the introduction and implementation of the new technical requirements under the GDPR. Most of these activities targeted the most sensible groups, namely individuals – often unaware of their digital rights – and SMEs (European Commission, n.d.a). Other activities took the form of training meetings organized by the DPAs and intended for other DPAs (Cataleta, 2019).

The final incentive for the enactment of such a strict data protection framework comes from below. More exactly from the citizens and the market itself. Complying with the GDPR comes with evident economic burdens, but several advantages as well. The Regulation is desirable for firms and individuals because puts them in front of a single set of rules evenly enforced and that work consistently throughout the entire Single Market. Moreover, its severe, catch-all approach to data protection makes being GDPR-compliant a way to have access to every other market in the world, without having to adjust one own business model. The GDPR also pushes firms to keep updated and well-ordered their databases, to store as little data as possible, and to delete outdated or unused ones. This benefits data management and even plays a role in marketing strategies, providing high-quality leads, and increasing ROI (Mitchener, 2002; The Wall St. J., 2007). As importantly, GDPR-compliance can be leveraged by companies as a symbol of commitment to their customers’ privacy. As privacy becomes a requirement that can be proudly showcased, it is being witnessed the emergence of a new business culture that revolves around showing off the most sophisticated measures of data protection. European citizens, for instance, frown upon the usage of their data for commercial purposes, preferring those companies that are explicitly committed to protecting users’ privacy (ComRes, 2015). Companies seem to have taken note of this. From Zuckerberg to Tim Cook, the CEO of Apple, many important entrepreneurs are backing the European framework. Mark Zuckerberg, for instance, testifying before the House Committee on Commerce and Energy, announced that Facebook planned to extend the same level of protection set by the GDPR globally (Jeong, 2018).

3.3. Regulation of inelastic targets:

This third analysis shifts the focus to the companies involved in the digital economy, and how these eventually contribute to the diffusion of the EU data protection norms.

In traditional capital markets, firms can exploit de-regulated regimes to economize on the costs and sell their products or services at a competitive price there where stricter regulations induce a raise of the prices – in the same way as shipping companies can operate under different flags without compromising their access to other ports. Often these escamotages harm the quality of the policies enacted by jurisdictions. Laggards-on-purpose will decide to set out their regulations to incentive the relocation of productions from abroad. This phenomenon is generally known as “the Delaware Effect,” and is the natural counterpart of the “California Effect” and of the Brussels Effect as well (Coffee, 1987). Drezner points out that the Internet would be subjected to the same dynamics, “making it theoretically possible for business and individuals to bypass bothersome regulations” (Drezner, 2007, p. 91). Then, he added “[i]t seems difficult to reconcile state regulations with the decentralized structure of the computer network”, referring to the scant incentive to regulate the Internet in the face of easy way-arounds (Drezner, 2007, p. 91). As a matter of fact, Article 4 of the Directive 95 clearly stated that the law is applied to any data usage taking place within the territory of the Member States (European Union, 1995). This made it easier for companies to bypass the regulation by relocating offshore, therefore operating at a precautional distance from the EU, as Drezner argued before. The ability to relocate a business to circumvent certain rules without losing access to the international market is what
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makes the target of the law “elastic.” Bradford considers this the main weakness of regulatory convergence because it annuls any motive in regulating in the first place.

The GDPR, though, was designed to patch over this issue, implementing – for the first time – extraterritorial measures to the traditional data protection law. Differently from the Directive, articles 3(2)(a) and (b) of the GDPR apply to any good or service involving the usage of personal data irrespective of whether the data controller is or is not established in the Union as long as the data themselves refer to a citizen of the EU. The same standard is applied in reverse. Non-EU citizens can appeal to the European authorities if the company processing their data is in the EU (European Union, 2016, pp. 32-33). The effectiveness of the GDPR lies exactly in the fact that it targets nationality and both temporary and permanent addresses. These two things can hardly be manipulated or transferred, whereas data subjects cannot be physically brought outside the EU. Companies, therefore, cannot circumvent the law and are forced to comply with the GDPR. This is what Bradford refers to as regulating “inelastic targets” (Bradford, 2012).

To be fair, this second label may also be inappropriate. Subjects, and more specifically their data, at the current stage of the technology, are not entirely inelastic and do not even fall within the category of traditional consumer markets. Here it was opted to rename them “hybrid targets”. Multinational companies operating both in the EU and outside will never be completely able to avoid the material scope of the GDPR. However, a way exists to ease the burden of data processing under the GDPR, and that is moving part of the targets under a more lenient jurisdiction. This strategy consists in establishing infrastructures dedicated to the sole processing of data of subjects who are neither resident in the EU nor directly EU citizens. The GDPR, in fact, does not extend to those activities which do not involve the EU territory or an EU citizen in any way during the process. For example, if a US citizen generates in Ohio data that are processed from California. Moving non-EU data under more lenient jurisdictions will not exempt companies from complying with the GDPR but at least make them legally responsible for fewer users.

For example, in 2008, Facebook established its registered office in Dublin. This was legally responsible for all the non-US users, mostly to benefit from the Irish low corporate taxes. After the enforcement of the GDPR, though, Facebook Ireland Limited became liable for misuse of personal data for over 2/3 of their global userbase. This happened because, under article 3(1), the Regulation applies regardless of the place of processing as soon as the company is registered in one of the Member States (European Union, 2016, p. 32). That same year, the company announced that they would have moved more than 1.5 billion non-EU users under the responsibility of the American subsidiary, Facebook Inc. (in Menlo Park, California) (Hern, 2018). The measure allowed Facebook to significantly reduce its exposure to the higher fines prescribed by the EU law. It was repeated in 2020 when moving UK residents under the US privacy laws became possible due to the Brexit. And even Google took a similar action that same year (Menn, 2020).

But ultimately, as long as companies are involved, even just in part, in the European market, they still have to comply with the GDPR. This strategy appears to be a mere gimmick available to big companies to avoid the high fines of the GDPR. However, as soon as other jurisdictions enact EU-like standards for privacy, firms’ share of “elastic” data slowly shrinks. Shortly after moving part of its users under the Californian jurisdiction, Facebook saw the latter enacting a GDPR 2.0, and by March 2019, eleven more American states had already proposed new bills which mimic either the GDPR or the CCPA (Jeanite, 2019).

3.4. Non-divisibility of standards:

This final condition is not different from that of inelastic targets. Bradford considers it as a mandatory condition for regulatory globalization to occur, simply because it would put companies in a condition to “take it or leave it” (Bradford, 2012, p. 5). Overall, she draws up three different types of non-divisibility of standards: namely (1) legal, (2) technical, and (3) economic. Her earlier publications are eloquent about how fast new technologies permeated and influenced our societies. In Bradford 2012, she defined privacy and data protection as matters of technical non-divisibility. More specifically, she referred to a 2010 lawsuit against Google, in which the company decided to ultimately amend all their activities to the stricter European requirements because the current technology did not support data localization (sorting individuals by their residence and therefore dividing the process of data storage) (Bradford, 2012, p. 18).
However, what happened to Google seems today less likely to return. National interests succeeded in realizing what companies alone were not eager to, dividing the Internet (Crews, 2001). Today, systems like geo-blocking can sort users on the basis of the geographical position, obtained through their IP. This tool also allows companies to limit or completely impede access to their content or services from blacklisted countries. This, together with large deployments of infrastructures in different regions, finally makes it possible to localize databases and services according to and into specific jurisdictions to meet local security and data protection standards (Crews, 2001). In concrete, however, neither geo-blocking nor data localization seems to have attenuated the influence that the GDPR exerts on the global online market. The old technical non-divisibility was overcome just to be quickly followed by new obstacles and pressures that contribute to keeping the European standard more alive than ever.

3.4.1. Privacy-by-Design and by-Default: a new way to impose technical non-divisibility

From a purely technical perspective, it is not feasible to produce the same product with different privacy settings to comply with a plethora of divergent national requirements. Creating a completely separated production chain exclusively for one market would be economically unsustainable for many. It is also unreasonable to predict the nationality of the data subject that will make use of one specific smartphone, or the handing over of that same product to a data subject that falls under the GDPR.

Bradford writes that the Effect would only occur under the condition that companies convert their entire production or service according to the same, strict standards (Bradford, 2012, p. 17). Article 25 of the GDPR seems to work in this sense, profiting from the limitations mentioned right above. It forces companies that sell in the EU to embed instruments of data protection inside their products, which conform with the principles of data protection by default and by design. In theory, this does not apply to businesses not targeting the European data-subjects. However, for multinational firms which sell their products and services globally (EU included), sticking with the European standards of security during the whole production line – from the designing process to that of effective production – remains necessary.

Such an imperative explains Silicon Valley Champions’ shift of business model. Apple and Google both adopt global privacy policies and terms of service that appear to be modeled upon the articles of the GDPR (as made clear, for instance, by the reference to Article 6 “Lawfulness of processing” in Apple’s, and the treatment of publicly available information as “personal” in Google’s, both of which have no equivalent in the CCPA) (Apple, n.d.a; n.d.b; Google, n.d.a; n.d.b; Houser & Voss, 2018, p. 27). Hardware developers like Apple and Microsoft, directly mention the implementation of privacy measures by default and by design in their products (Microsoft, n.d.; Apple, n.d.a). Amazon’s intelligent virtual assistant Alexa is referred to by the company as “designed to protect your privacy,” and the company’s policy for data retention cites several principles of the GDPR, such as data minimization, the possibility to revoke one’s consent, and even to erase all the recordings (Amazon, n.d.a; n.d.b).

Overall, it is interesting to witness how privacy has become a sort of “optional” to include in one’s product. At the same time, the examples mentioned all come from leading multinational companies, and give an idea of the degree of the pervasiveness of the GDPR, which induces even the biggest players to design new products keeping in mind the European standards. The fact that even big multinational companies with billions in revenue cannot pursue double standards represents evidence of technical non-divisibility and, arguably, a manifestation of a de facto Brussels Effect (Pagallo, 2016, pp. 406-408).

3.4.2. Privacy has also become a factor of economic non-divisibility

Even assuming the possibility to pursue different standards according to the targeted markets, studies have shown a correlation between the provision of uniform standards of privacy across the markets and positive brand reputation, customer loyalty, and trust (Vogel, 2012, p. 16). In the context of growing threats to privacy and demand for security online, embedding measures of data protection into one company’s business and extending them to every market – even those where such measures are not required – can remarkably reduce the level of risk perceived by consumers and assure a competitive advantage over those firms who cannot make the same vow (Cavoukian & Jolly, 2018; Doig, 2016; Strzelecki & Rizun, 2020). For well-established multinationals like Apple, which make the privacy of their
users a matter of brand identity, it would be self-defeating to apply the best measures selectively and divide their userbase into first and second-class customers. Another remarkable example comes again from Facebook that, even after moving their users under the responsibility of Facebook Inc., pledged to extend the GDPR data protection measures to each of their users regardless of where they come from (Ingram, 2018). This last case supports the previous conclusion that even though certain divisibility is still possible, this is yet undesirable.

3.4.3. The last piece of the puzzle: do SMEs have a choice?

At this point, one might wonder how all this applies to smaller, domestic-oriented businesses outside the EU. The diffusion of data protection norms among these is undoubtedly linked to the fact that much of the actions performed online take place on web browser software and are mediated by search engines like Google or Bing.

Let’s consider for instance that, as in August 2021, Chrome accounts for almost 65% of the global browser market share, Safari (Apple) for 18.8% (Statcounter, n.d.a). In terms of search engines, Google operates in a condition of complete monopoly, accounting alone for 92% of the global market (Statcounter, n.d.b).

Why are these numbers so important? The answer is that data-driven businesses are subject to significant economies of scale and scope (Gal & Aviv, 2020, p. 2,8). Once a company obtains the subject’s consent for processing, the same consent is automatically extended to all the internal units working for that company. This means more control over the entire process of data usage and less ping-pong of assigning responsibility between different controllers and processors. The consent also extends to all the further services offered by the company that involves that same piece of information. This reduces the costs of obtaining another consent and the number of requests submitted to the user. Finally, companies are also accountable for every data processing conducted by third parties on their behalf, creating an atmosphere of legal uncertainty and distress over the possibility that one of them might commit an infringement (GDPR, 2016, pp. 49-50, 81-83). These reasons make it more secure to entrust one’s webpage or online business to one single large web operator like Google, rather than many smaller third parties. But this also implies that to start a business online, one shall first go through one of these monopolists.

These same noteworthy names, frequently under the scrutiny of the EU, have become the main tool of policy diffusion in this sense, canalizing any potential client on their platforms toward the same standards for data security and privacy. This was confirmed by Peukert et al. who monitored the “unintended effects” generated by GDPR onto several data-dependent markets – like analytics and marketing – in the months following the enforcement of the law (Peukert et al., 2020). These effects are 1) an increase of the first-party cookies vs third-party, because these guarantee more control over the collection of data and reduce the parties involved; 2) an increase of the market share of major website-hosts like Google or Microsoft, which already are GDPR-compliant; and 3) the highest levels ever of data protection compliance among US companies as a result of the fact that these lean on the former mentioned big website providers (Peukert et al., 2020).

To understand why this process of alignment with the GDPR takes place, it is important to remember that under Article 82 of the GDPR, processors (the service provider) can, under certain conditions, be held co-liable for misuse of data (GDPR, 2016, p. 49). They are consequently incentivized to promote lawfulness and transparency on their platforms and services. This is achieved, for instance, through certification-tracking systems that immediately communicate to the user if a website has implemented an HTTPS protocol. HTTPS guarantees that data are moved not in the form of plain texts but encrypted, thanks to SSL and TLS cryptographic protocols. The failure to provide one of these results in the displaying in the URL of a warning message that invites the user not to enter any personal data. In this respect, Microsoft and Google literally deployed discriminatory actions against laggards. The first introduced a browser extension that automatically detects non-HTTPS compliant and blocks them. Google, instead, deployed an algorithm-based system that exposes websites’ data protection deficiencies and downgrades them, reducing the possibility to bump into an unsafe webpage when using Google or Android’s searching engine (Google, 2015).

Strzelecki & Rizun found a positive correlation between the presence of HTTPS protocol and the users’ willingness to perform a purchase on a given website (Strzelecki & Rizun, 2020, pp. 13-14). The discriminatory actions employed
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by Google and other providers represent a threat, especially for e-commerce firms, that find themselves forced to adopt instruments of data protection for their online business even though they do not sell in Europe and do not aspire to (Strzelecki & Rizun, 2020, p. 10). Their comparative study conducted on 40 Polish online retails and 40 Ukrainian ones showed how they both had the same security protocols and data protection measures (those required by the GDPR) despite the fact that Ukraine is not in the EU, showcasing the effects that privacy protocols certifications have on the reputation of smaller online businesses and how web browsers are fostering the convergence towards the EU data protection standards even where the regulation should not apply in practice (Strzelecki & Rizun, 2020, p. 12).

According to Bradford, the Brussels Effect starts off with the main companies adhering to the EU standards and ultimately spreads across smaller domestic-oriented companies. The last three sections have shown that technical and economic non-divisibility can explain why Big Tech Monopolies decided to abide by the GDPR. The last ones have also been responsible for forcing domestic companies to apply the same measures to stay competitive, or simply to have access to the services they control. The fact that big and small companies together would operate under a regime of GDPR-compliance (even by the means of privacy-by-design approaches) can be deemed to be evidence of a de facto Brussels Effect.

Chapter Four: Conclusion

Whatever we decide to call it, a phenomenon of regulatory convergence in the field of data protection has been taking place steadily since the end of the XX century. It is rooted in the global recognition of privacy as a human right and revamped recently – moving in parallel with the current wave of digitalization and animated by the numerous scandals linked to the misuse of users’ personal information. Moreover, the vague definition of data, their intangible nature and yet, undeniable value, makes them difficult to regulate by the means of domestic laws, encouraging the creation of complex regulatory architectures of universal ambition, able to spread outside the traditional jurisdictional scope of authorities. In this sense, the GDPR represents the first extraterritorial instrument of data protection, reflecting the EU’s normative presumption that refuses to accept privacy as something limited to its political boundaries. In a few years, the GDPR revealed itself as a blueprint for other regulators and an influential channel for the global spread of transparent and coherent corporate best practices for the digital market. Still, the literature on regulatory convergence lacked a comprehensive explanation of the means by which this diffusion occurs. Based on a critical analysis of Anu Bradford’s theory, this article has evaluated the explanatory power of the Brussels Effect with respect to the spread of GDPR data privacy standards. It presents original contribution enhancing Bradford’s Brussels Effect in providing new evidence of the causal mechanisms which explain how EU self-regulation (aimed at enhancing the protection of individuals’ privacy) has ultimately been able to transform corporate and national data protection standards beyond the EU. Moreover, it contributes to existing scholarship on the regulatory convergence of privacy laws by demystifying established convictions about the technical functioning of the data, their processing, and localization – like in the case of Drezner, and the previous analysis carried out by Bradford – and showing how they operate today, what challenges they pose for governments, companies, and other organizations as well.

The article shed light on the scale and degree of regulatory convergence. The years 2016 and 2018, both meaningful in the development of the GDPR, display a proactive response by many jurisdictions beyond the EU, rapidly aligning with its newly enforced requirements. The evidence show an increasing convergence towards European elements of data protection compared to Graham Greenleaf’s study in 2012. Remarkably, higher convergence was found in countries more involved in the European digital market, endorsing Bradford’s theory of a market-driven diffusion of data privacy norms.

In key respects, this analysis reinforces Bradford’s theory but also refines it. The large, evenly regulated Single Market represents an important source of revenue for many companies operating online, especially multinational tech giants. The GDPR has come to be considered a model in other national jurisdictions despite the evident burdens that it places on data-driven markets. In fact, it was designed to be an easily exportable template for data protection. The quality of the provisions mostly derives from the EU’s strong regulatory capacity in the matters of data protection guaranteed, among other things, by the existence of specialized auditing and supervisory bodies in this field.
A further reason that may have facilitated the diffusion of the law is the pressing demands by the EU citizens for more online security. On the other hand, companies may find it desirable for efficiency, competitiveness, and because a single set of norms exempt them from dealing with diversified compliance procedures and conflicting regulations. Mark Zuckerberg, Apple CEO Tim Cook, and Microsoft CEO Satya Nadella all endorsed the enforcement of a federal law for data protection on the model of the EU GDPR, whereas they opposed the idea of another patchwork of state laws (Schulze, 2019).

Finally, this article also contributes to refining and qualifying Bradford’s original theory. Personal information does not constitute a completely inelastic target. At the same time, in less than 10 years, IT technologies changed to the extent that previous issues of non-divisibility have been overcome. However, new technical and economic constraints took over. Under article 25 of GDPR, services and products must be integrated with instruments of data protection by default. Moreover, ignoring new measures of data protection could prove a self-defeating business model and give a competitive edge to companies that base their strategy on protecting privacy. As an example, Facebook withdrew from the anti-CCPA campaign; Google, Uber, and Amazon joined indirectly through the mediation of lobbying groups like CalChamber and TechNet, probably for not being associated with an anti-privacy right campaign (Fang, 2018; Room, 2019). Eventually, forced to align with the GDPR, Big Tech Giants have contributed to the diffusion of similar business practices forcing smaller companies to align with the same standard if they want to have access to their platforms.

In conclusion, there is considerable evidence that the EU has had an important role in setting the standards for the current global data protection regime through a process that reflects the Brussels Effect. This research does not exclude other possible channels of diffusion of the EU standards, nor the valuable contribution of other jurisdictions to this legal field. Rather the purpose has been to analyze and explain the process and mechanisms of global regulatory convergence. In doing so, the analytical framework employed in this research, the Brussels Effect theory, has proven valuable for understanding the processes and mechanisms which result in global regulatory convergence in the field of data protection. In particular, it explains how the GDPR functions as a form of market regulation able to leverage the economic importance of the Single Market to induce both compliance and regulatory convergence.
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Appendix

Figure 1: Proportion of new laws vs existing laws by decade. Figure 2: Number of new national data protection laws by year

Table 1: Indicators of externalization of European elements of privacy in non-EU jurisdictions

<table>
<thead>
<tr>
<th>Jurisdiction</th>
<th>Year of publication</th>
<th>Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Costa Rica</td>
<td>2016</td>
<td>Latin America</td>
</tr>
<tr>
<td>Indonesia</td>
<td>2016</td>
<td>Latin America</td>
</tr>
<tr>
<td>Mexico</td>
<td>2016</td>
<td>Latin America</td>
</tr>
<tr>
<td>Brazil</td>
<td>2016</td>
<td>Latin America</td>
</tr>
<tr>
<td>Ukraine</td>
<td>2016</td>
<td>Europe</td>
</tr>
<tr>
<td>Bermuda</td>
<td>2016</td>
<td>Caribbean</td>
</tr>
<tr>
<td>Indonesia</td>
<td>2016</td>
<td>Asia</td>
</tr>
<tr>
<td>Qatar</td>
<td>2016</td>
<td>Middle East</td>
</tr>
<tr>
<td>São Tomé and Príncipe</td>
<td>2016</td>
<td>Africa</td>
</tr>
<tr>
<td>Turkey</td>
<td>2016</td>
<td>Europe</td>
</tr>
<tr>
<td>Guernsey</td>
<td>2017</td>
<td>Europe</td>
</tr>
<tr>
<td>Kazakhstan</td>
<td>2017</td>
<td>Central Asia</td>
</tr>
<tr>
<td>Kyrgyzstan</td>
<td>2017</td>
<td>Central Asia</td>
</tr>
<tr>
<td>Mauritius</td>
<td>2017</td>
<td>Africa</td>
</tr>
<tr>
<td>Africa</td>
<td>2017</td>
<td>Europe</td>
</tr>
<tr>
<td>Moldova</td>
<td>2017</td>
<td>Europe</td>
</tr>
</tbody>
</table>
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The acts are displayed in chronological order, divided into two sub-categories differentiated by the colour. Those highlighted in red are “second-generation” laws, meaning that they refer to a state that already had a previous regulation but which, over this timeframe, proposed a new bill or enacted a new version of it. Of the total documents issued between 2016 and 2020, those enacted by EU Member States were excluded, as they show compliance for obvious reasons of intra-EU regulatory harmonization. Besides these, further 7 legislations have been omitted because the acts were either not accessible or lacked a reliable source.